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Lecture 1 Introduction

Logistics
1. All information and announcements on the course webpage.

2. Homework is due Wendesday at 12:30pm. The solutions will be posted at class time, hence no
late homework can be accepted.

3. Breakdown of grading is specified in a document on the course webpage.

Goals of Statistical Mechanics

Statistical mechanics connects microscopic fluctuations to emergent macroscopic properties. The
theory is statistical in the sense that the distribution of microscopic states provides direct information
about measurable physical properties that do not appreciably fluctuate—for example, free energies,
heat capacities, and equilibrium constants. The goal of this course is to introduce tools for under-
standing the microscopic dynamics of molecular systems and connect that dynamics to macroscopic
properties. In particular, you will

1. Develop an understanding of statistical mechanical ensembles and their relation to macroscopic
thermodynamic quantities

2. Connect microscopic energetics to macroscopic stability using equilibrium constants
3. Identify phase transitions and connect those transitions to fluctuations

4. Understand how molecular models are constructed and how molecular dynamics simulations
are conducted

5. Differentiate between diffusion limited and activated kinetics and know how to estimate rates
in both cases

Thermodynamic States

To specify a thermodynamic state, we fix macroscopic, external variables. For example, we could
specify the thermodynamic state of an ideal gas by assigning the number of particles IV, the volume
V, and the energy E. We will refer to this specification as a “macrostate”. Of course, there are many
different microscopic arrangements of the particles that all have the same values of (N, V, E'). How
should we distinguish between them?
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We will first say that v = {(z1,p1) ..., (N, pn)} defines a “microstate”, a complete specifi-
cation of all microscopic degrees of freedom in a system. For a quantum system, would instead be a
complete set of quantum numbers. The symbol v is the Greek letter “nu”.

L o ° ° ° °
v ®® ® (N, V. E)
e o © . ° ° ° °
°
® o ° ° ° °
oo ° ° ° °

Figure 1.1: Contrasting a disordered configuration with an ordered configuration. Which feels more

likely? Why?

The starting point for a statistical mechanical theory is the following assumption.

[ In an isolated system with fixed (N, V, E), all allowed microstates are equally probable. ]

There are a couple of words doing a lot of the work in this definition. First, we should empha-
size isolated; this means that the system is not directly coupled to the environment in any way—for
example, there is no flow of energy through heat exchange. Obviously, such a system is difficult to
prepare in laboratory settings, but to the best of our knowledge this is an accurate picture of the entire
universe. Second, the word allowed; there are many configurations that do not satisty the constraints,
i.e., that have distinct values of (IV, V, E). The probability of these disallowed states is zero.

The consequences of this assumption are not entirely intuitive. For example, which of the con-
figurations in Fig. 1.1 would you intuit is more probable? The reason that the configuration feels more
likely is, of course, related to entropy. There are many more configurations that look disordered than
ones that look ordered.

To see this, we can consider a simple quantum system in which particles can be either spin-up (1)
or spin-down ({). We will assume there is no external field and that the particles are not interacting
so Tand | are equally likely. If we ask which configuration is more probable

vi =N v =TI,
we immediately must deduce

p(r1) = <;> ' = p(r2), (1.4)

which is also consistent with our initial postulate.
The possible failure of intuition arises from the fact that the distribution of macroscopic properties is
not equal to the distribution of microstates. For example, if we introduce an observable

Fv) =#1—#1 (1.2)

8
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Figure 1.2: Ordered configurations are fewer in number, the most likely value of the order parameter
in the absence of constraints is the one with maximal entropy.

we can count the number of states and make a histogram. As shown in Fig. 1.2, the typical con-
figurations have as many up spins as down spins. As the system becomes large in size, substantial
deviations from the mean value of our order parameter become profoundly rare. This is evident just
by repeating the computation for N = 100.

We have introduced the notion of equally probable microstates, but why should this be the case? The
answer is related to notions of chaos, or more precisely, a term called ergodicity. Ergodicity is a property
of dynamics, the time evolution of a physical system. So far, we have not discussed this notion at all.
So, how does a physical system evolve in time? To the best of our measurement abilities, the answer
appears to be the time-dependent Schrodinger equation, but at scales larger than a single isolated
molecule, we usually model this dynamics classically. At a high level, we can define a dynamics to
be ergodic if, given any microstate vy a distinct microstate 1y will be visited in some time ¢ < oo.
When this is the case, every microstate is accessible and there is no external constraint to differentiate
one configuration from the next. Mathematially, at fixed (N, V, E),

== IfN()=N,V(v)=V,E(v)=E,
P(y) = { TNV (v) (v) (v) (13)
0 otherwise

where
Q(N,V,E) = Z 1 = # allowed microstates. (1.4)

allowed v

This function, (2, takes a thermodynamic state as an input and returns a number. For complex
systems, for example, when N is very large, {2 is an unfathomably large number. For the example
we have already considered, a spin chain,

Q(N) = (# states for each spin )V = 2V, (1.5)

This means that when N = 100, the probability that the system is observed in the all spin up con-

figuration is 1/21%, very small indeed.
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Lecture 2 Boltzmann Statistics

Recap

Last time, we introduced the microcanonical partition function. We discussed
1. Fluctuations are ubiquitous at small scales.
2. Ergodicity and chaos lead to a uniform distribution of microstates v at fixed N, V, E.

3. We defined the microcanonical partition function Q(N, V, E), which is the normalization constant
for the probability distribution of microstates.

2.1 From counting to scaling

The normalization constant of a probability distribution over microstates is simply the sum of all the
statistical weights, for every valid configuration in the ensemble. With the microcanonical postulate
that the statistical weight of every configuration is 1, we obtain

Q(N,V,E) = Z w(v) = Z 1. (21)

allowed v allowed v

This, of course, means that computing the microcanonical partition function is just counting the
number of allowed states.

For simple problems, this counting exercise is not so difficult. We saw last time that for a simple
system of non-interacting binary spins, 2(N) = 2V. Typically, molecular systems are much more
complex than that, but we do have good strategies to help simplify the problem. A very general
characteristic of the microcanonical partition function is that it grows rapidly with the number of
particles V. Consider the system depicted in Fig. 2.1. We have divided space in this example into M
lattice cells. Let’s call the volume of each subregion v so that V' = Mwv. We can write

N N
=density = — — M = —. 2.2
p Y= o (2.2)
If v is sufficiently large that the regions are statistically independent, which we assume to be the case,
then we can write the total number of states as the product of the number of states within each cell.
Denote
@ = single cell partition function (2.3)

hence, v
Q=oM= (@Upv) =uwh. (2.4)

11
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Figure 2.1: Partition a system in statistically independent regions with volume v and then use the
“grid” partition function to build the total partition function.

The function depends on the single cell variables v, p, ¢ where € = E//V is an energy density. These
variables are intensive meaning that that they do not grow as the system size grows. In contrast, N, V,
and F are extensive.

From (2.4), we see that

log (N, V, E) ~ Nlogw(p,v,€) = I(p,v,€) (2-5)

and hence,
p(v) < e~ NI(pvse), (2.6)

The symbol < means that the two are asymptotically equivalent, so the assumption is that V is very
large. We call I a large deviation rate function because it tells us the rate of decay of the probability
of a configuration.

As we have discussed, most systems that we encounter in chemistry are not isolated and therefore
do not satisfy the microcanonical postulate. Let’s consider a system which is coupled to a large reser-
voir of energy, which we will refer to as a bath, and assume that the system and the bath together
have fixed energy. That is, the system and the bath together are microcanonical. Suppose now that
the system is adopts microstate v. The bath can then take on any state vp that satisfies,

Eg(vg) = Ex — E(v). (2.7)

To compute the probability of the microstate v, we simply look at the joint probability of the system

and the bath, .
p(v) = Z p(v,vB) = mQB(ET — E(v)). (2.8)

v, valid

This indicates that the probability of the microstate v is directly proportional to the number of states

of the bath.

12
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Figure 2.2: The large deviation form of the energy distribution reveals statistical concentration near
the most likely energy in the thermodynamic N — oo limit.

We are in a regime where the energy E(v) is much smaller than the total energy in the sys-
tem. That means that we can view Qp(Etr — E(v)) as just a small perturbation away from Er.
In this situation, one is inclined to Taylor expand; here we will Taylor expand the log Qg because
these functions are growing rapidly and the log is a monotonic function that we can invert after the
expansion. This yields

Olog )
log (Bt — E) = log Q3(Er) + (Er — E) <§§7B) +O(E?) (2.9)
B N3,VB
The partial derivative that we have written, which holds Ng and V3 fixed, has a thermodynamic
identity
(8105593) _ (2.10)
OFEy Np.Vi

which for now we will simply think of as a property of the bath. Putting the pieces together this
calculation tells us that
p(v) o e AEW), (2.11)

which is the distribution known as the Boltzmann distribution; going from the expansion to this
form, we drop all the constant terms that do not depend on v. The quantity 8 = kBLT.
Many microstates share the same energy, though. To compute p(E), we need to consider all

microstates with energy F, of which there are Q(E).
P(E)= Z e P = e PEQ(E). (2.12)
vwith E(v)=F
In large deviation form, we can write this as

e—,BNE—i-Nlogw(e) -N¢.

=e (2.13)

13
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Fig. 2.2 reveals the behavior of this function as N becomes large. The distribution of energy concen-
trates on a single value and fluctuations away from this value are exponentially surpressed. When
N becomes comparable to a macroscopic number of particles, e.g. N ~ 1024, the extent of this
concentration is overwhelming and only the dominant configurations remain. This limit is known
as the thermodynamic limit.

2.2 The other entropy

Now, let us return to log Q2. This quantity is proportional to the entropy and, of course, it’s an
important quantity in thermodynamics. In particular,

S(N7‘/7E):kBlogQ(N7V7E) (2'14)

where kg is Boltzmann’s constant.

Let’s think about this in a simple k-level system with NV total particles. We will specity the
occupancy of the ith energy level as n; and the energy can be directly computed from the occupancy
statistics. The total energy of the system must satisfy

E = eyno + e1ng + -+ + €g—1np—1 (2.15)

In this system, the total number of states can be specified by choice functions for the individual energy
levels:

N! (N —np)!
Q= X 16
(N—no)!no! (N—no—m)!nl! (21 )
after the telescopic cancelations, we are left with
N!
Q= 7 (2.17)
noni! .. ng_q!

The typical value of the occupancy for each level n; differs with energy (there are lower populations
of the high energy states because they may violate the constraint that the total energy is fixed). This
in mind, we can write

N!

[T:=0 (p(ni)N)!
where p(n;) is the probability of finding a particle in the ith energy level.

Because N is very large, N! is unfathomably large. Let’s take logarithms and use Stirling’s ap-
proximation

Q(N,V,E) = (218)

log N! ~ NlogN — N (2.19)
so that
log?~ NlogN — N — Zp(ni)Nlog (p(ni)N) — p(n;) N
' (2.20)
= —NZP(TL@') log p(n;)
This is another definition of the entropy, the one due to Gibbs,
k
kglog) = —k‘BNZp(nZ-) log p(n;). (2.21)
i=0

14
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Rescaling by a factor of IV, this definition coincides with the information theoretic definition of the
entropy. Conceptually, this quantity is an average of log p, so if, for example, log p(ng) = 1 and

all particles are in the ground state, then there is zero entropy. Which distribution maximizes the
entropy?

15
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Lecture 3 Connection to statistical information

Recap

1. We derived the Boltzmann distribution,

p(v) oc e PEW), (3-1)

1

where 3 = 1+ is the inverse temperature in units of energy (i.e., kg has units of energy per

unit temperature). We obtained this form by Taylor expanding around the microcanonical
partition function.

2. We defined the Boltzmann entropy
S(N,V,E) = kglogQ(N,V, E). (3-2)
3. We used Stirling’s approximation,
log N!~ NlogN — N, (3-3)

to show that
S(N,V,E) = —Nk'BZp ) log p(v (3-4)

A new ensemble

We derived the Boltzmann distribution by relaxing the constraint that the system we study has con-
stant energy. To this point, we have written the Boltzmann distribution as a proportionality, which
only allows to compare the relative probability of specific configurations of a system. To give a proper
probability, we must normalize the distribution,

B_BE(V)
A = (3:5)

The denominator of this expression, which is just a number when £ is fixed at some particular value,

we will denote
)i 3 ) 69

Mathematically, Z is called a normalization constant. The statistical mechanical name for Z is the
canonical partition function. Last time, we showed that as N — oo, the distribution concentrates on
a single value of the energy, which was the average energy F,. This means in the thermodynamic
limit, the NV, V, E ensemble and the N, V, T ensemble coincide, a phenomenon known as equivalence
of ensembles.

17
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Time

Figure 3.1: Initial conditions are forgotten in sufficiently long trajectories. We can then exchange
the time average and ensemble averages.

Thinking dynamically

We have already mentioned the concept of an ergodic dynamics, which we defined to be one in
which every microstate will eventually be visited, regardless of the initial condition of the system.
In statistical mechanics textbooks, you will often encounter a different definition of ergodicity: that
the time average and the ensemble average are interchangeable. That is, for any observable A,

T
lim % /0 A(t)dt:zV:A(y)p(y). (3:7)

T—o00

Our central goal in statistical mechanics is to compute physical properties, i.e., averages and fluc-
tuations of physical observables, by evaluating p(v).

Getting information from the distribution
We must now ask ourselves, what information about the system and its properties does p(v) actually

contain? If we fix the thermodynamic state IV, V, T', then we know that the Boltzmann distribution
governs the system. When this is the case, we can compute the energy distribution for a large system

as follows. First,
Z(B) =) e PP =3 " PPQ(E). (3.8)
v E

18



Lecture 3

— B>1 — /K1

) g}
S =
E E

Figure 3.2: At low temperatures, the distribution of energies decays away from the ground state. At
higher temperatures, the distribution of states becomes increasingly uniform.

When N > 1, the spacing between energy levels is extremely small, meaning that we can convert
the sum to its continuous representation, the integral. Hence, for sufficiently large NV,

2(9) = [ aBe "Po(E) = [ deexp(-N (e ~ logw(e)). 9)

As we observed last time, the value of € that minimizes the exponent of the exponential function
dominates the integral. We typically call this a saddle-point approximation. That in mind, we know
that it must be the case that the function

a(e) = fe — logw(e) (3.10)

da
Oe ) |..
In turn, this implies that

ﬁ_<8logw> PN 1 _<8S>
Oe € kBTbath oF N,V .
which gives a natural definition for the temperature of the system.

What is more, when we let N tend towards infinity, the thermodynamic limit, we see

Z(8) = exp (—N [a(e.)
— exp (—N [Be. — logw(e.)]) (3.13)
= exp (~B[E. — TS(E)) = e

will satisfy

=0. (3.11)

(3.12)

Nex

19
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In this expression,

A=FE-TS (3.14)

which is of course the Helmholtz free energy. This free energy A is a natural function of N, V, and
T.

We now have a way of translating between a thermodynamic function and a purely statistical
mechanical object. Namely, we have derived the following relation,

A=—p""logZ(B). (3.15)

In thermodynamics, we extract information about a system by using differential relations and the
derivatives of log Z will be similarly informative. For example,

9(BA) 9 _BE(v
o5~ 98 <1<>gzy:6 AE( )>

_ X E@)e P B
Ty e BB T <

(3-16)

)

Of course, the probability distribution over microstates contains much more information than this.

o (E 2 8B
=i ()

0 Y, E(v)e PEW) (3.17)
T8 Y, e PEW)
= (B%) - (B)?

Something remarkable has just occurred. It is no coincidence.

By taking derivatives of the logarithm of the partition function (which we showed coincides
with the Helmholtz free energy in the thermodynamic limit), we obtained expressions for average
and the fluctuations in energy. These statistical objects, the mean, the variance, and so on, are called
cumulants and log Z(3) is a cumulant generating function for the energy. The derivative that we
computed in (3.17) has a clear physical meaning: there is an equivalence between the fluctuations in
energy around the equilibrium and the magnitude of a response to changes in the parameter 3.

20



Lecture 4  Thermodynamic laws

Recap

1. We defined the canonical partition function

Z(8) = e PP,

2. We related Z(f3), a purely statistical mechanical object, to a thermodynamic quantity, the
Helmholtz free energy,

A(N,V,T) = —B"log Z(B).

3. We took derivatives of log Z(3) to compute statistical properties of the energy distribution,

() =~ 5 log 2(6),
and )
var(E) = (E?) — (BE)* = —aaﬁzlog Z(B).

Cumulants, cuamulant generating functions

Probability distributions can be characterized by their moments,

fin = /D a"p(x)dr = (z") .

Cumulants are a closely related set of quantities, and they arise in many different contexts. The first

&

few have names: the “mean”, “variance”, and “skewness” of a distribution.

Cumulant | In terms of moments Explicitly
K1 251 <33> )
Ko p2 = i (%) —(x)
K3 ps = 3pgpn +2u3  (2%) —3(2?) (2) + (z)°

21
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These formulae come from a rather simple expression, namely, they are associated with the generating
function

9(\) = log () (4.1
and 4
_dg
Kn = a )\:0~ (4-2)

The structure of the cumulant generating function is, up to some constants, exactly the same as the
structure of our free energy A = —3~!log Z(3). That is,

Z(B) =7 e P, (43)
v
which we can think of as a microcanonical average, so that

log Z(B) = log <€_ﬂ g > (4-4)

and hence derivatives of log Z with respect to —3 give information about the fluctuations in the
energy.

As we emphasized last time, there is salient physical information contained in the fluctuations.
Let’s suppose, for example, we want to compute the heat capacity at constant volume,

Cv(T) = <88<5>>W (45)

using the relation

ap 1
we see that 5 (E) 95
- <aﬁ)N,V 87 = CV(T)' (4.7)
We conclude that
kgT?Cy (T) = var(E). (4.8)

This fluctuation-response relation encodes how microscopic fluctuations influence a macroscopic
thermodynamic property.

Condensed Thermodynamics

We are going to very quickly recollect “all” of thermodynamics*. We will use many ideas and
concepts from thermodynamics throughout this course.

Energy can neither be created nor destroyed; all changes in energy must be ascribed to either
work or heat flow. Mathematically, we write

dE =39 +dw. (4.9)

* At least, you will have the basic ingredients to derive any thermodynamic relation you might ever need.

22
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We use the symbol d to denote the fact that work and heat are not state functions. While this is
a thermodynamic concept, it is equally valid at the microscopic scale. For example, let us consider
the following experiment: A single mRNA molecule is conjugated to a polystyrene bead at both the
3’ and 5’ ends. A micropipette is used to stabilize one end, and the other is optically trapped using a
laser.

Suppose beforehand we determined with a bulk measurement that the typical length of the
mRNA is ,. We do work on the molecule by pulling,

dW = fuapdl. (4.10)

Intuitively, let us imagine doing this process both rapidly and very slowly. In the fast process, we
will apply a large force per unit length to unfurl the molecule. In the slow process, this occurs more
gently, allowing the system to re-equilibrate as we pull. That is, we expect

aw > dw. (4-11)

fast slow

After running our protocol, we let the system come to equilibrium with a constraint, ¢ = /. Unlike
the work, the total energy of the molecule is a state function, meaning that

dE = dE = AFE. (4.12)

fast slow

In other words, it must be the case that

do< do. (4.13)
fast slow

We said that ¢, is the equilibrium length, by which we meant that it was the average value for
an ensemble measurement. We know intuitively that when we release the constraint, ¢ = /g, the
system will relax back to having a typical length /,. To understand how the system arrives at this
equilibrium configuration, lets do a simple thought experiment. The internal energy of the mRNA
molecule is a complicated function, and configurations with a fixed energy € have different lengths.

So, let us imagine selecting the sub-ensemble of molecules with length ¢, + §¢

S(e, ¥) > S(€; constraint £ = £, + 60). (414)

This observation is variational statement of The Second Law of Thermodynamics. There are many
distinct formulations, but perhaps the most general is simply

The change in entropy for a spontaneous process is positive.

Importantly, this is only true at the ensemble level. Fluctuations in microscopic systems can
transiently violate the Second Law, but will never do so on average.

In Thermodynamics, we typically work with differentials to do calculations. For example, the
total differential of the entropy is

0s oS

23
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where X is a vector of mechanical parameters. We also know that, for a reversible process
dE =4 Qv + f - dX, (4.16)

which is just a restatement of the First Law. If the process is also adiabatic, meaning that there is no
net heat flow into the system, then

dE =dW = f-dX, (4.17)

noting that in this case the differential for the work is an exact differential. But it is also the case that
the change in entropy for a reversible, adiabatic process must be zero, so

08
dS=0 = —f/T-dX = <8X>E~dX. (4.18)

This means that entropy can act as a bona-fide force! It is a statistical force, but a force nontheless.
Hence, we have obtained the relation

1 f

— dE - L .4x. .
ds Td T d (4.19)
Alternatively,
dE =TdS + f-dX. (4.20)
For any process, we can write,
dE =dWiey +d Qrey = TdS +d W (4.21)
which implies
dW > dWiey (4.22)
since
ds >d9/T, (4.23)

which is the Clausius Inequality, yet another statement of the Second Law. Equivalently,
1
dSzT(dE—dW) — dW >d(E-TS)=dA (4-24)

when T is fixed. Yet, again, we end with Helmholtz! This statement says that the work that can be
extracted from the system reversibly is exactly the free energy.

24



Lecture 5  Connecting thermodynamics to statistical mechanics

Recap

In the last lecture, we revisited ideas from Thermodynamics.

1. We stated the First Law
dE=dW +dQ, (51)

which asserts that the change in energy must be attributable to work and heat exchange. The
work we wrote

dw=rf-dX (5.2)

where X consists of a collection of mechanical parameters (conventionally, V" and V) and f
is a vector of conjugate forces. This is a central physical postulate of thermodynamics and it
holds independent of the size of the system.

2. We discussed the Second Law, which we stated variationally. The implications were that
AS >0 (53)

for any spontaneous process. Furthermore, using both of the above relations, we obtained the
Clausius Inequality,

do
as > T (5-4)

5.1 Mathematical framework of Thermodynamics

In the previous lecture, we wrote

oS oS
— (22 E—(22) ux
a5 <6E>Xd <6X>E X

_ ! dE f dX o
= 4B = 7 dX.
Combining this expression with the First Law, and letting X = (V, N), we see
dE =TdS — pdV + pdN. (5.6)
Does this mean that the equality
E(S,V,N)=TS —pV +uN (5.7)
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holds?

In fact, it does, but that is not necessarily the case for an arbitrary function. The energy is extensive,
meaning that if we increase the size of the system, the energy increases proportionally. Mathemati-
cally, we write

E(AS, AV, AN) = AE(S, V, N). (5.8)

Functions with this property are called homogeneous of degree one—or, more simply, linearly ex-
tensive. Because

d ok dA\S oFE d\V oFE dAN
s N) = [ ZZ g o= Ay = oA
o FASAV.AN) (as)w ax +(av)N7S dx +<3N>S,V oo 69

and all the extensive variables that appear are linear in A (i.e., dd/\—)\s =5),

E=TS —pV 4+ uN. (5.10)

The resulting expression is a thermodynamic potential. It is a natural function of S, V, and N. We
can easily change that dependence, though, simply by subtracting conjugate pairs. For example,

oF
— | == =F-TS=A .
E ( S) S=F S , (5.11)

the Helmholtz free energy, which we already know depends on 7" as opposed to S. Its total differ-
ential makes this clear:

dA =dE — SdT' —TdS = —SdT — pdV + udN (5.12)
dA = —=SdT — pdV + udN (5-13)
Similarly,
OF oF
E—-|=— S— | = V=A+pV =G .
(55) 5~ (&), v =4+ = (514

the Gibbs free energy, which we know is a natural function of N, p, T'. Again, the differential makes
this dependence clear,

dG = —=SdT + Vdp + pudN (5.15)

The transformation that we are carrying out is known as a Legendre Transform. We will see
them again.

5.2 Extracting Thermodynamics from Single Particle Partition functions

For a generic, complex system we cannot easily compute the microcanonical partition function
Q(N,V, E) nor the canonical partition function Z(N,V,T). However, for some models we can
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Figure s.1: The decay of e ~#F at high temperatures is small relative to integer spacing, meaning that
we can approximate the sum with an integral.

carry out this computation explicitly, and it happens to be an extraordinarily useful exercise, because
we will be able to build up a molecular partition function.

If we go back to the simplest systems, for example, an isolated particle spatially localized to some
region of space, we can use basic quantum mechanical models of the energy. For example, let us take
the particle in a box energy eigenstates depicted in Fig. 5.1. Recalling that the energies associated with
the eigenstates are

B n2h?
v 8mi2’

€n (5-16)
When the temperature is low, the spacing between the energies is large relative to kg7" and the
function changes rapidly with n. At higher temperatures, the Boltzmann factor plotted in Fig. 5.1
changes gradually. When this is the case, we can replace

> n2h?
Ztrans(ﬂ) = nzl eXp <_6 8ml323> (5.17)
with -
N > B nzh
Ztrans () & /0 exp < BBml%) dng. (5.18)

We immediately recognize this integral as a Gaussian integral and the solution is

V2rmkgT

Ztrans (B ) = n

ly. (5-19)
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In chemistry, we typically deal with three-dimensional systems, but fortunately, there is not
much more work to do in order to treat that case. First, we recall that the particle in the box energies

are given by
h? Ny 2 Ny 2 7, 2
o= g () + (1) () ) #2

While this problem initially looks more complicated, because the z, y, and z directions are indepen-
dent, the associated partition function is factorizable. That is,

[e.9]

Ztrans,3D (,8) = Z efﬁﬁ(nzvny:nz)

N, My, Mz=1

_ f: o)

Therefore, the result we obtained in the 1D case suffices. In three spatial dimensions, the trans-
lational partition function is

2rmkpT \ %/ 1%
Ztrans,g.D(ﬁ) = <h2B> l:z'lylz = E (5-2‘2)

3 (5:21)

We can think of this expression as specifying the states available to the system with a resolution that is
related to the temperature. Interestingly, this resolution is exactly the thermal de Broglie wavelength.
In this sense, the quantum mechanical extent of a particle constrains our ability to localize it.
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Lecture 6 Molecular partition functions

Recap

Last time, we focused on relating the various thermodynamic potentials, which we know can be
obtained by taking the thermodynamic limit of statistical mechanical partition functions. We then
narrowed the focus to minimal molecular system.

1. We first wrote
E=TS—pV +uN (6.1)

or, equivalently (due to Euler’s theorem for homogeneous functions),

dE = TdS — pdV + pudN. (6.2)

2. We showed that other thermodynamic potentials could be obtained by subtracting conjugate

pairs (Legendre Transform)”*
E
A=FE— <6) S (6.3)
95 ) Ny

3. We computed the single particle translational partition function

v
Ztrans(ﬁ) = p (6.4)
where
V2 T
A= M (6.5)

h

is the thermal de Broglie wavelength.

Building a molecular partition function

Computing a molecular partition function requires that we incorporate information about all the
physical contributions to the energy. From elementary quantum mechanics, we know precisely what
these contributions are:

00 = D+ el 4 6o

mol vib elec”

*We will revisit this in a few weeks.
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Here, we are including contributions from translations, vibrations, rotations, and electronic states.
There is, additionally, a nuclear contribution to the energy that we will neglect for the time being
and discuss in detail in the following lecture. Hence, the molecular partition function is

Zmol(8) = D exp (—Bleiin + € + el + €l)) (67)
35kl

This partition sum has the mathematically convenient property that the energy is factorizable. There-
fore, we can treat it term by term,

() 4) (k) 0
zmol(ﬁ) == Z e_/B€trans Z e_ﬁ€v—i7b Z e_ﬁerot Z e_ﬁeelec
i J k 1

= Ztrans Zvib “rot “elec-

(6.8)

It is worth emphasizing at this point that, although we are taking a microscopic point of view, the
partition function we are computing will ultimately contain useful macroscopic information,

L 0 log im0l
() = - (P8t

at least when the interactions between molecules can be neglected.

(6.9)

6.1 Rotational partition function

Each of the contributions to the energy we have written above has a simple quantum mechanical
description via a canonical model. Going term by term, if we consider a heteronuclear diatomic
molecule, the energy levels are quantized with a coefficient that depends on the moment of inertia
of the rotor
I = pr? = mmz (6.10)
my + ma

which we express in terms of the bond radius and the reduced mass p. The energy levels are given

by

52

€ = ﬁl(l—l—l) [=0,1,2,... (6.11)

which we often write in terms of the rotational constant

h2
B = S (6.12)
To obtain a constant that can be directly compared to experimental rotational spectra, we typically
write 3

€, = Bchl(l4+1) 1=0,1,2,... (6.13)

where B h

B _ I 6.

ch  8r2lc (6.14)

which has units of inverse length. Finally, to produce an expression for the partition function, we
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Rotational Energy of CO

Microwave Spectrum of CO
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Figure 6.1: Spectral lines of CO.

must also recall that these energy levels are g; = 2{ + 1-fold degenerate. Explicitly,

)

00
Ztot(ﬁ) = z:.gle_66mt
=0

o0 ~ (6.15)
_ Zgle_ﬂBChl(Hl)-
=0

The form of this sum looks familiar—the quadratic exponent suggests that we may be able to exploit
a similar trick to the one we used to compute the translational partition function. To simplify this
expression, we will define
Bceh
O = - (6.16)
B

and if ©,¢ /T < 1, then approximating the sum by an integral should be a reasonable approximation.
So, in the high temperature regime, we have

Zrot(B) =~ / (21 4 1)~ Ol HD/T g (6.17)
0

This is now a moment of a Gaussian integral, so we have some tools to compute it. In this case, there
is an elegant substitution, though, that is possibly even easier. Let

u=I1(+1) (6.18)
du=2l+1 '
and our integral becomes
/oo e O /Ty — T (6.19)
0 O, '
Using the definition of B, we have an explicit expression
812IkgT
Zrot (T) = TB (6.20)
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For a simple heteronuclear diatomic, we can directly measure O, using microwave spectroscopy
which excites in the 1-100 GHz range.

6.2 Vibrational partition function

The vibrational energy levels for a harmonic oscillator are

(n) _ 1
€, =hw [ n+ 5] (6.21)
There is no degeneracy in these states, so we must compute
[e.e]
2ip(B) = e HW/2N " e en, (6.22)
n=0
This is a geometric series, which means we can compute the solution exactly:

efﬂhw/Z
Zib(0) = T~ (6.23)

In analogy with the expression we obtained for the rotational partition function, let us also define
Oyip = hw/ksp. (6.24)

In the high temperature limit, we see that

Zvib(ﬁ) ~ ) 'b. (6-25)
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Lecture 7  Microscopic derivation of the ideal gas law

Recap
1. We wrote an expression for the rotational partition function in the high temperature limit:

T Beh
Opot = —— .
o = (7.1)

Zrot(/B ) =
Importantly, we assumed that the molecule under consideration was heteronuclear. In the

homonuclear case, we obtain the slightly modified expression,

T
2@1'0t .

Zrot(B) (7.2)

2. We computed the exact expression for the vibrational partition function

e—ﬁﬁw/?
zib(B) = T =@ (7.3)

At this point, we have expression for all the ingredients of the molecular partition function except
the electronic and nuclear components. We mentioned in the last lecture that these do not typically
play a big role for chemistry in ambient conditions because the energy required to excite an electronic
or nuclear transition is typically large relative to kg7". For completeness, to compute the electronic
partition function, we sum over energy levels

@

Zelec(/B) = Z glei’BGdec (7-4)
l

where g; denotes the degeneracy of the lth energy level.

A typical electronic excitation energy is on the order of 1eV. Because kg7 at 298K is 25.7meV,
the relative probability of the first excited state to the ground state is low. To quantify “low”, let’s
consider a relatively stable but somewhat typical example: monoatomic He. The first excited state
has a degeneracy of 3 (p-orbitals) and the energy is approximately 20eV. This means that

(1)

—Be
1 36 elec
p(ef(:le)c) = o (7:5)
1+ 3e P + ...
which is roughly
1 _ _
p(eéleb A 3¢—20/0.025 - ,—800 (7.6)
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partition function model approximation constants
3,2 X
Zrans = V /A3 et(zzls = gm% high-temperature A= ﬁ
= ~ 2
Zrot = ngt eﬁf,{ = Behl(l+ 1) high-temperature B = 2’}% c=12"
Zyip = % e‘(ﬂ’) =hw(n + %) harmonic bonds
()

Zelee = goe P | electronic ground state kT < 1eV

Zoue = 21 + 1 ground state degeneracy | kT < 10%eV | I nuclear spin quantum number

Table 7.1: Summary of contributions to the single molecule partition function.

So, we can conclude that we do not see this state. That is, we can write

_5.(0)
Zelec (B) = go€ Beec (77)

In light of the fact that a typical nuclear transition requires a million eV, we can safely say that the
nuclear contribution to the molecular partition function is dominated by the ground state degeneracy,
which is related to the nuclear spin quantum number 7,

Znuc(/B) =2I+1 (7'8)

for natural conditions on Earth. Table 7.1 summarizes the components of the molecular partition
function.

7.1 Thermodynamic information from the molecular partition function
For a sufficiently dilute system of N molecules, we can write the total energy as

E(x1,22,...,ZN) = €mol(T1) + . . . €mol(TN). (7.9)

This expression assumes that the particles are non-interacting, which is a reasonable approximation for
a dilute gas. If there were inter-particle interactions, we would need to account for the interaction
energies explicitly. Any time we have a separable energy function like this, we can factorize the
associated partition function. This means that

N
Z(B) oc/ e PE@L-2N) g dps . . dxy —H/ e Pemal(®) g (7.10)
14 v

In other words, the partition function for the N-particle system should satisty

Z(B) o 2N 1(B). (7.11)

The constant of proportionality is simply a counting factor. If the system consists of indistinguishable
particles, then any permutation of the indices is an equivalent configuration—there is no physical
difference and so the current expression over-counts.

_ 1 N 1 N
2(8) = # permutations ofNZm"l(ﬁ) NI Zmol (B)- (7:12)
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This expression is quite useful, and we can get a lot of thermodynamic information out of it. For

example,
B BlogZ>
2= (555) .y

9 log zm01>
= —N .
( 93 . (7.13)

— NkBT2 <810g Zmol) ]
N,V

or

Of course, because log Z is related to the Helmholtz free energy A(N, V,T'), we also have access to
any information that we can extract from thermodynamic manipulations of A. Recalling that

dA = d(E — TS) = —SdT — pdV + pdN (7.14)

we note that we could compute, for example, the pressure via

p=— (gﬁ) v (7.15)

For a non-interacting monoatomic gas, the only contribution to this expression is translational energy.

In other words,
b= N (8logv>
TN

o (7.16)

N
= —kpT
VB

which you will certainly recognize as the ideal gas law. This a fairly stunning calculation, despite
its simplicity: we have deduced the ideal gas law purely from a quantum mechanical formulation of
the energy, the assumption of independence, and the connection between statistical ensembles and
thermodynamic potentials.
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Lecture 8  Equilibrium constants and partition functions

Recap

1. Built a complete representation of the molecular partition function, including translational,
vibrational, rotational, electronic, and nuclear contributions:

N
Z(B) = ij\lf(!m, (8.1)

where

Zmol = Ztrans”rot2vib~elec Znuc

1% T e~ /2
— X X

A3 " 0O, 1 —e W

a relatively simple expression considering how much information it contains.

(0)
X goe Peeec x (21 + 1),

2. We used this expression in the case of a monoatomic ideal gas to derive the ideal gas law

pV = NkgT or [p=p. (8.3)

A minimal view of equilibrium constants

What does chemical equilibrium mean from a thermodynamic perspective? We know that the en-
tropy of a chemical process is related to the work done by the chemostats on the system. For a reaction
involving k species, we write

k
Hi
dS=—-% —dN; 8.
Z 7N (8.4)
=1
which we could write in molar quantities using stoichiometric coefficients

AN &

ds = T . 1 pivi = Z/JM =0, (8.5)
1= (3

at equilibrium. That is, chemical equilibrium imposes a constraint on the chemical potentials. Note
that the stability of all the thermodynamic potentials means that we could have written this relation
in terms of the Helmholtz or Gibbs free energies, depending on the external conditions of the system.

We know that we can obtain information about chemical potentials from the various thermody-
namic derivatives that coincide with the chemical potential, e.g. (gifc\;f)p,T' Because we have access

to the Helmholtz free energy directly from the canonical partition function, we can also write the
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Gibbs free energy in terms of the canonical partition function. For an ideal gas, the Legendre trans-
form defining the Gibbs free energy G is explicit,
N
A+ pV = —kgTlog T NEgT, (8.6)

where we used the ideal gas law to express pV/. This expression can be simplified using Stirling’s
approximation as

G = —NkpT(log i]\? “loge) = —~NkgT log % (8.7)

Equilibrium constants measure the way that mass partitions between products and reactants. We will
first consider a very minimal model of a reaction. Consider the system illustrated in 8.1. In this system

Figure 8.1: A simplistic view of a conversion of B into A.

a state B is converted into a state A. We measure the energies 6{}0 relative to the zero-point energy
within each basin (i.e., there is not an a priori global reference). The reversible work associated with
this conversion is Aeg. If we assume Aeg > 0, then the reaction is endothermic because it absorbs
heat from the environment to cross the barrier.

From considerations of statistical mechanics so far, we know that the probability of finding the
system in B or A will be related to the energy associated with these respective states. To make a
relative comparison, we can set 650 = 0 and shift all the energy levels by subtracting off this zero-
point energy of B. We, of course, know how to compute the expected number of A molecules,
denoted N 4. This quantity is, up to normalization,

oo
(Na) x N Z e Pelo—BAD _ Ny eBh (8.8)
i=0

Similarly, the expected number of B molecules is

oo
(NB) NZ@‘BG?O = Nzp. (8.9)
i=0
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Therefore, the partitioning of mass between the two species is given by a ratio of partition functions!
It is just
(Na) _ FA_—BAc
= —e , (8.10)
(NB) 2B
noting the importance of the reference energy. This is our first statistical mechanical derivation of
an equilibrium constant,

ZA _
Keq = ge Bheo, (8.11)

Let’s consider two different limits to ensure that the expression we have obtained is sensible.
First, if Beg > 1, then K.q ~ 0. In this regime, the ground state dominates and the system is almost
entirely B molecules. Second, if Beg ~ 0, then Koq ~ 24/2p, the regime where the entropic effects
contribute more.

The “standard” formulation
We have promised that we would use the Gibbs free energy. From thermodynamics, we know that
G=A+pV=E-TS+pV (8.12)

and, when holding N fixed,
dG = —SdT + Vdp. (8.13)

Working with molar quantities, for an ideal gas at constant temperature, constant number, we then
have

dG = n];po. (8.14)

Integrating this relation from p; to po yields the familiar expression

AG = G(py) — G(p1) = nRT log %j. (8.15)

When we talk about the free energy at a given pressure, we always have to worry about a relative

shift,
b

latm

G—G° =RTlog

(8.16)

which is the difference between the free energy and the standard state free energy (of one mole of
gas at one atmosphere of pressure).
Now, if we consider a reaction

bB 4+ cC — dD + fF, (8.17)

the corresponding AG for the reaction can be written as

AG = Y uAG,, (8.18)

1E€species
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where v; are the stoichiometric coefficients, a fact that you likely have imprinted on somewhere
deep within your brain. Using the expression for AG we wrote above, and that AG = 0 at chemical
equilibrium, we obtain

f
0= AG® + RT log M (8.19)

(22)"(2)"

In other words, the difference in the standard state free energy can be written in terms of the equi-
librium constant:

f
AG*® = —RTlog W = —RTlog K,,. (8.20)
PB Lol
pe pe

So far this is basic chemistry, but the exciting thing is that we now know how to compute G from
the partition function. For species j, the molar Gibbs free energy at standard state is

©

2z
G7 = —RTlog NLA’ (8.21)
where N4 is now Avogadro’s number. Correspondingly,

AG® =) uGy

22
= —RT1 .
o] ( a
We now have a purely statistical mechanical expression for the equilibrium constant, which is
22\
K, = H < ]\;A> . (8.23)
3

Of course, just as before, we need to carefully adjust the energies relative to a global reference. If
there is not a unique global reference, we have a factor

° Vi
2
K, = e AE/RT ] (ﬁ) : (8.24)
i

Here 27, refers to the partition function measured relative to the lowest energy in the mode j and

> v; (8.22)

AEO = Z’l}jﬁjp. (8.25)
J
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Lecture 9  Enumerating the ensembles

Recap

1. Related K, to the partition function.

2. Expression we derived:

° Vi
Keq = e BT H <N’0> (9.1)

1€species A
where
AE@ = Z Uiei,O
v; = stoichiometric coefficent (9.2)

2o = standard state partition function, energies relative to ground state of species 7

9.1 Back to basics

Last time we established that
AG?® = —RTlog Kq. (9.3)

Thermodynamically, we know that the Gibbs free energy can be related to enthalpy, H = E' + pV/,
using

dG =dH - TdS (9-4)
which means we can write
AG® = AH® —TAS*® (9:5)
o AH® AS*®
= ———— . 6
log K, q T + i (9.6)

Using the expression we previously derived for the equilibrium constant, we can interpret the two
terms in the expression above thermodynamically. We have

AE 24
log Keq = —R—TO + E v; log Ajf’o . (9.7)
~—— i
enthalpic cntropic

The first term compares the ground state energies of the different species and weights them accord-
ingly; the second term, being the logarithm of a partition function, accounts for all accessible states,
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some of which will be populated at higher temperatures. Note that as 7" — 0, the enthalpic contri-
bution dominates.

We continue to write the partition function for a standard state ideal gas. But what, precisely,
do we mean by this? Table 9.1 summarizes the partition functions that we have developed and the
standard state conditions / zero-point energies that we must include when computing equilibrium
constants.

energetic contribution | molar quantity | standard conditions | zero-point
translation Vv Ve ~0
rotation
vibration %’J
electronic €0

Table 9.1: Our collection of partition functions so far.

9.2 Entropy, more generally

Because we have access to the Helmholtz free energy, we can compute other thermodynamic poten-
tials in terms of the partition function. For example, because

0A Olog Z
— | = =8(T) =kglogZ T .
<8T>N,v S(T) = kplog Z + ks ( 5T >N7V (9.8)
and recall again that
Given a function f(f),
af _dfds_ 1 ds s
dT ~ dBdT ~  keT?dB’ 9
This relation allows us to easily convert between 8% and %
Now, let’s note that
Odlog Z _ 1 Olog Z
or Jnyv  ksT?\ 08 nv
’ B E’ (9.10)
_ 1 Y, Bp)e P
 ksT? Z
and so
OlogZ 1Y, E(v)e PEW)
T\ "or =T Z
NV (9.11)

= —kpZ ! Z e PEW) Jog e PEW),
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The first term in (9.8) we can also write in this style:

1
kplog Z = 7 Z e PEW) log 7 (9.12)

v

where we have used the fact that log Z is just a constant and (C') = C for any constant C. Combining

these two expressions
e—BE) e BEW)
S(T)=~kp)y  —,—log——. (9.13)

v

This expression now recognize; because p(v) = Z~'e ?F(*) we have recovered the Shannon defi-
nition of the entropy,

S(T) = —ks Y _ p(v)logp(v). (9-14)

This is the “information theoretic” definition of the entropy and it helps us understand the connect
between entropy and disorder. Loosely,

[ More accessible configurations = Higher entropy ]

In the next homework, you will prove that the entropy is maximal for uniform probability dis-
tributions. That fact should align well with your intuition about the relationship between entropy
and temperature.

9.3 Obtaining other ensembles

We have used Legendre transforms to move between thermodynamic potentials. However, the
Laplace transform also gave us a statistical way of moving between ensembles. Recall that the Laplace
transform of Z related the canonical and microcanonical partition functions, and we showed

2(6) = [ By FiE = 2. (049)

The Laplace transform integrates out the energy from the expression for the microcanonical ensemble
and produces a function that depends on 3. These relations can be summarized in the diagram below.

Legendre

S(E,V.N) A(T,V,N)

ensemble ensemble

Q = SEVIN) ks 1Pl 5 o BATV.N)

Of course, we want to explore other thermodynamic conditions. Consider an ensemble in which
the energy and the number of particles both fluctuate. In this ensemble, we can do work to change
particle number; that is, the first law says

dE =TdS — pdV + pudN. (9.16)
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Using the approach outlined above, let’s postulate that the statistical weight for a configuration in
this ensemble will be related to a Legendre transform of the entropy. That is,

p(v) o exp [—k; ((SZ)NV ) + (gﬁ)” N@))] . (0.17)

Each of these derivatives, of course, has a thermodynamic identity which can be read off from the
corresponding total differentials. We conclude that, when the number of particles and the energy
are both exchanging with a reservoir,

p(v) oxexp [-FE(V) + BuN ()] . (9.18)

A more formal derivation of this equation is possible by Taylor expanding the microcanonical parti-
tion function about Fi.; and Ni;.

9.4 Grand Canonical Ensemble

We have unraveled a new cumulant generating function. The grand canonical partition function is

E(T’ V, M) — Z 6—BE(V)+5HN(V)’ (919)

v

As we might deduce, log = contains statistical information about energy and number fluctuations.
For example,

dlog= _ 2, N(p)e PEOONG). ) (620)
9B ) 5y S e BEW) AN () ' o
Similarly,
8210g5> 9 9
= (N*) — (N)~“. 9.21
(57 ), =¥ -0 (021

Just as we were able to relate the canonical partition function to a thermodynamic potential, we can
use a Laplace transform to identify the grand canonical partition function’s thermodynamic meaning.
We simply write the partition function as a sum over IV, as follows,

0}
N N(v)=

N

22
N
The quantity inside the exponent is proportional to
uN — E + TS, (9.23)
so using”
E=TS—pV +uN (9.24)

*Why is this legitimate? Euler’s theorem for homogeneous functions.

44



Lecture 9

we conclude that only term that survives is pV'. In other words,

2= — fllogE=pV (9.25)
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Lecture 10 ~ Mathematical framework of thermodynamics

Recap

» We derived the grand canonical partition function,

» We showed that the logarithm of this function is a camulant generating function for particle
number statistics, that is,

810gE> = (N); (8210g5> — (N2 — (N)2
<35H BV () B2 ) 5y (NZ) —(N)*. (10.2)

» We showed that the thermodynamic identity of = was related to the “grand potential”,

PPV

(1]

(10.3)

10.1 Homogeneous functions and Gibbs-Duhem equation

The energy is extensive and it is a natural function of the quantities (.S, V, V). Recall that extensive-
ness means

E(aS,aV,aN)=aE(S,V,N), (10.4)

mathematically, we say that F is a homogeneous function of degree one. Euler’s theorem for homo-
geneous functions says that for any such function,

N (91
flxy,. ... xp) = ; (‘%)x]# Z;. (10.5)
Using the thermodynamic identity of the derivatives of £/, we can conclude that
E=TS—pV + uN. (10.6)
Furthermore, from the first law, we know that
dE =TdS — pdV + pudN, (10.7)
therefore, from the expression above we must have that

SdTI'—Vdp+ Ndp =0, (10.8)
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or, dividing through by N, and defining S/N = sand V /N = v,

sdT — vdp + dp = 0. (10.9)
This is known as the Gibbs-Duhem equation; the relation places a constraint on phase equilibria and
also tells us how to compute some new thermodynamic derivatives.
10.2 Isothermal-isobaric ensemble

Fixed temperature and fixed pressure constitutes one of the most common settings for chemistry. Let
us once again use the same trick to postulate an expression for the statistical weight of a microstate
at fixed temperature and pressure

— oS a8
p(v) o« exp [—kB ! <<8E> . E(v)+ <6V> . V(V)) (10.10)
We know that since )
p 7
— —ade+ Pav - Ean .

ds Td + TdV Td (10.11)
that we can write the corresponding partition function as

A(N,p,T Z e~ PE@)=BPV (), (10.12)

Let us carry out the program as before. This is a cumulant generating function for volume fluc-

tuations,
Jlog A D V(V)e—BE(y)_gpv(y) o
(=B ) sy 2, e PEOAVE) (V). (10.13)
Similarly,
0% log A
(a(_/@i,)z>ﬂ N =(V?) - (V)2 (10.14)

Noticing that the variance is equivalent to

0
(V2 — (V)? = — ({92}?)57]\[’ (10.15)

we obtain another fluctuation-response relation. In particular, the isothermal compressibility is re-
lated to volume fluctuations!
And once again, we can Laplace transform to understand the thermodynamic identity.

A(N,p,T) = Ze‘ﬁpv Z e PE (10.16)

Vv V(v)=V
which indicates that the quantity of interest will be proportional to

pV+A=pV+FE-TS. (10.17)
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The resulting quantity is a natural function of (p, T, N) and it will come as no surprise that it is the
Gibbs free energy G.

A=eP — B llogA =@ (10.18)

‘We now have a statistical mechanical expression for the Gibbs free energy.

10.3 Laplace, Laplace

The general definition of the Laplace transform of a function f is

f(s) = /OOO f(t)e stdt. (10.19)

The Laplace transform comes up in many measurements and the difficulty of inverting a Laplace
transformtion is an outstanding problem for the interpretation of many experiments, and appears in,
for example, two dimensional fluorescence correlation spectroscopy.

We have used it to convert the dependence of one partition function on a natural variable to a
distinct variable. For example,

03) = [ By FdE = 2(9). (10:20)
In the thermodynamic limit, the minimal value of the exponent dominates and hence,
Q(B) — /e—BE+BTSdE ~ e—ﬁ(E*—TS*) (10'21)

will be dominated by the most likely energy E, when [V is large, we can deduce that
—B7 og Z(B) = A(N,V,T). (10.22)

Approximating an integral of e~ V/(*) by the integrand at maximum value* z is known as a Laplace’s
method; confusingly, it has nothing to do with the transform we introduced. We can do the same cal-
culation for other ensembles. The Laplace transform of the canonical partition function, integrating
out the number N, gives

Z(—Bp) = / Z(N)ePHNIN = =2, (10.23)

the grand canonical partition function, and
== /e‘ﬂAJrB”NdN ~ e PATIN) — BpV. (10.24)

Similarly, the Laplace transform of the canonical partition function, integrating out the volume V/,
gives

Z(Bp) = /Z(V)e_ﬁpvdv =A, (10.25)

*or the minimum value of the exponent...
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the isothermal-isobaric partition function, and
A= /e_fBA_ﬁpvdV ~ e PATPY) — =BG (10.26)

These transforms give us a universal way of moving between thermodynamic potentials. Essen-
tially all thermodynamic relations can be derived from the content in the following diagram.

_(%)VNE

S(E,V, N) ’ ATV, N)
7(%)VNE7(%€)E VN 7(%)7“1\1‘/
okl ok}
~(57)r,,V—(52) . 2
TV, ) —— S G(T,p, N)
Similarly, we can consider the ensembles:
0= €S/kb f~673EdE 7 = 6_614
[-ePrNdN Jremirray

= = efPrV A = e PG
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Lecture 11 Quantum statistics

Recap

Last time, we introduced the isobaric-isothermal ensemble and discussed Laplace transforms (which
allow us to move between statistical ensembles) and Legendre transforms (which allow us to move
between thermodynamic potentials).

* In the isobaric-isothermal ensemble, the probability of a microstate v is given by

e~ BEW)—BpV (v)
p(v) = A (11.1)

where

A — Z e~ PEW)=BpV(v) (11.2)

is the associated partition function.

¢ The logarithm of A is a cumulant generating function for the volume. That is

(a0 ), = .

and higher derivatives yield higher cumulants.

11.1 Realistic quantum particles

Let us replay the narrative of the course thus far. We asserted that, to the best of knowledge, there
is a fundamentally accurate model of all molecular physics, the Schrédinger equation. One equation
to rule them all, if you will:

h2

EV(r) = V(r)¥(r) — —V2U(r). (11.4)

2m
This equation, of course, is a partial differential equation in a high-dimensional space—it is all but
impossible to solve for complex systems, numerically or analytically. Using simple models of the en-
ergetics, we obtained expressions for the molecular partition function that have enabled us to com-
pute thermodynamic properties of non-interacting systems, from ideal gas properties to equilibrium
constants.
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Figure 11.1: Fermi-Dirac distribution

We have done all of this work without paying much attention to realistic quantum particles.
Rather than energy levels and occupancies, we should instead be solving single-particle Schrédinger
equations, arriving at functions,

h(r);(r) = ej;(r). (11.5)
So if we consider a two particle quantum mechanical system with wavefunction
\I/(Tl, 7'2), (11-6)

what is the probability of the state specified by ¥?
In quantum mechanics, this is a simple matter—the probability is determined by the amplitude

of the wavefunction
Prob.(1,2) = |¥(ry,m9)|?,

= [U(rg,71)|?, (11.7)
= Prob.(2,1),

by symmetry. So, the only thing that can change at the level of the wave function when swapping
r1 and 7o is the phase '
(ry,re) = €W (ry,79). (11.8)

For electrons, protons, and neutrons, ¢ = 7, meaning
U(ri,re) = =U(r1,r2). (Fermions)
For photons and bound pairs of Fermions, ¢ = 0, meaning
W(r1,r2) = ¥(ry, r2). (Bosons)

If we write the wavefunction in terms of single-particle eigenfunctions, we must symmetrize
appropriately:

Wemion(11,72) = 7= (15 (r)n(r2) = Var1 )5 (r2). (11.9)
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Figure 11.2: Bose-Einstein distribution.
and )
Whoson (71, T2) = 7 (Y (r1)Yr(re) + r(r1)v;(r2)) - (11.10)

This has the well-known physical consequence of Pauli exclusion. If j = k, then the fermionic
wavefunction is the zero function, meaning that there can only be one particle occupying that energy
eigenstate.

We know how to compute occupancy statistics using the grand canonical partition function,

1 1
Sfermion — E E T

1
(&
n0=0 TL1:0 TLN1=0

N
= H 1+ BPlu—e),
j=0

=B njei+Bud;n;

(11.11)

In this expression, V] denotes the number of energy levels. Computing the average occupancy of
energy level j is easy—we simply use

0log= B B eBlu—e;j)
(35(#—])> =) = T o) (11.12)

11.2  Surprising quantum statistics

Bosons, on the other hand, have totally unrestricted occupancy statistics. If the occupancy of the
ground state energy €p has no restrictions, does it mean that a macroscopic number of particles could
occupy the ground state simultaneously? If this is the case, then

QN,VJE)=1 = S=0. (11.13)
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Because we know how to compute occupancy statistics using the grand canonical partition function,

o oo )
Eboson = § : Z T § 676 2 nieitBudl;ng
’I”LNZO

no=0mn1=0

N (11.14)
Il
B =0 1— efﬂ(ejflu‘) ’

Once again, computing the average occupancy of energy level j is easy—we simply use

Olog= B B 1
(G0t o) = = s )

As  — €, there is a divergence! A single energy level is occupied by a macroscopic number of
bosonic particles.

Bose-Einstein condensates are a bizarre state of matter, only accessible at very low temperatures
and pressures. In the lab, they have been realized by cooling bosons like *He to low temperatures
(< 2.17K) or vapors of 7Rb to nanokelvin temperatures. Superfluidity is one of the consequences
of a macroscopic state in which every particle is identical.

One of the most amazing experiments exploiting the strange properties of BECs was conducted
in the research group of Prof. Lene Hau at Harvard. In this set of experiments, they used a sodium
vapor BEC to alter the refractive index of the material to dramatically slow the propagation of a light
pulse. Prof. Hau wrote a very readable account of the approach for Scientific American.
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Lecture 12 Impact of quantum statistics on solids at low temperature

Recap
1. Single particle Hamiltonian with eigenstates
h(r); = €j1b; (12.1)
for a non-interacting, indistinguishable system
H=h(r)+ -+ h(ry) (12.2)

and the total energy can be written in terms of the occupation variables nj, which quantifies
the number of particles in energy eigenstate 1);,

E= Z €n;. (12.3)
J

12.1 Bosons and Fermions

Let’s first repeat the calculation that we did last time. We computed the grand canonical partition
function for bosons,

9] [e'S) [e%S)
Eboson = Z Z o Z efﬁzjnﬂ'efrﬁ“zj "

no=0mn1=0 ny=0
00 00 00
o _ —Bnoeg+Bun —pBnier+Lun —Bnyen+Bun
‘—‘boson_E eﬁOOﬁﬂozeﬂllﬁﬂl,,_E:eﬁNN5MN7 (12.4)
n0:0 n1:0 ’nNZO
N
1=
Ll Bu—ey)”
j=0

Computing the average occupancy of energy level j is easy—we simply use

Olog= R
<35(M—€J)) =) = eBlei—n) — 17 (12.5)
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Figure 12.1: Fermi-Dirac distribution

We noted that there is a constraint that emergies from the symmetery of the wave-function that
indicates that fermions can only singly occupy an energy eigenstate. This led us to the expression

1

1 1
= _ § : § : 2 : - njei+0 N
Sfermion = e BZJ J€j ME] 7,
n1=0 ny=0

no=0
1 1 1
— _ —Bnoeg+LBun —Bnie1+Bun —Bnyen+Bun
Zfermion = E e~ Bnoeo+Buno E e~ Bmeit+Buny E e PnNen+Bp N (12.6)
n0=0 n1=0 HNZO

N
= H 1 + e*ﬁ(ﬁj*ﬂ)'
=0

Both of these calculations are considerably simplified because we can factorize. Secondly, we used the
fact that derivatives of log-partition functions give statistical information. So, we observe that

9 log Efermion _ _ eﬂ(u_ej)
(ewuk_q>><ﬂ1+emWf»- (127)
We obtained an expression for the occupancy of €; that depends on the inverse temperature /3
and the chemical potential ;. Let us examine the function for the occupancy at energy level €, now
as a function of energy, shown in Fig. 12.1. The limiting behavior here is quite clear: as T — 0, the
Fermi function becomes a step function,

1 e < po,
F()(E) = 0 > u (12.8)
0-

When the temperature is low (8 — 00) and the chemical potential 1 is such that the ground state
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Figure 12.2: A plot showing A f as a function of € at low temperature.

is populated & ~ o, there will be fluctuations in the energy on the scale of kg7". We can write
€~ €y + kpT. (12.9)

First, let us split the Fermi function into a temperature indepedent and temperature dependent
part:

F(e) = Fole) + Af(e,T), (12.10)

plotted in Fig. 12.2. The low temperature fluctuations in energy (and hence the heat capacity) will
be determined by the region near the transition.

What kinds of energies do we need to start populating higher energy levels? One way of ra-
tionalizing this question is to consider the energies required for an electron to occupy states with
€ = {1, which will require temperatures of T & 49/ kg. For solid copper, this would correspond to
a temperature of about 80000K.

This fact suggests that at low temperature, very few electrons will have energies on the order
of 149 so we can assume that they are independent. Of course, being quantum particles, they are also
indistinguishable by their very nature. In other words, it is reasonable to treat metals as an ideal gas of
fermions. Of course, this has implications for physically measurable quantities like the heat capacity.

12.2 Heat capacity for low temperature solids

So, let us calculate the heat capacity at low temperature assuming this ideal gas of fermions model.
Luckily, we now know how to deal with this situation. First, the single particle states are roughly
those of the particle in a box model,

h2

‘T ’mL?

(m?g + mz + mi) , (12.11)

57



Lecture 12

where the quantum numbers m,, are positive integers. The eigenstates of this model are standing
waves and so it is more convenient to work with wavevectors,

k= % (Mo + myi) + m.2) . (12.12)

Using the orthogonality of the unit vectors , g, Z, we obtain a simple expression for the energy

_

6_2m

(12.13)

where k = |k|. It is a calculation you have likely seen before (and one we will do again in the next
few lectures), but we can count the number of wavevectors with norm k. This is the “density of
states”, which we will denote g,

g(k) = %k@. (12.14)
Once you have access to the density of states as a function of k, you can (and will on a future home-
work!) derive the density of states as a function of the energy e. For now, we will just call the
expression g(e) without actually using the formula.

Of course, if we have g(€), we can now write an expression for the average energy

(F) x /000 eg(€)F(e)de. (12.15)

Next time, we will focus on extracting the temperature dependence from this expression when 7" is
small.
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Lecture 13 Classical limit

Recap
1. Wrote expressions for
(nj) T
"5 ) fermions — Ble;—p)
1
e 1 + (13.1)

<nj>bosons = eﬁ(ejf/i) 1

13.1 Low temperature heat capacity

At low temperatures, we have

(E) = /0 " (O [Fo(e) + Af(e.T)] de (132)

As we can see, A f is non-zero only when € ~ pp. What do we do in such a situation? This is a
wonderful opportunity to Taylor expand the density of states around ji9. Looking only at the term
that varies,

(E) o< Const. + /OOO e(g(po) + g’ (o) (e — po) + ... ) Af (e, T)de. (13.3)

We are interested in the 7' dependence when calculating a heat capacity, so setting x = (e — po),
we obtain

(E) x Const.+ / (1o + kTx) (g(1o) + g (o) ksTx + ... ) A f(po + ksTx, T)ksTdz. (13.4)
0

But now, think graphically about the integral: we are multiplying by A f which is an odd function.
That means that anything with an even power of # will vanish in the integral. If we focus on the
scaling with 7', we see that

(E) o« Const. + AT? + BT*. (13.5)
This suggests that
0(F
Cy(T) = 8<T> xT (13.6)

when T is very small. This is consistent with experimental observations; there are three distinct
regimes summarized in the Fig. 14.6.
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13.2 When is the boson-fermion distinction important?

Why don’t we always care about the distinction between bosons and fermions? In the classical limit,
the constraints on occupancy cease to be important because the probability of placing more than one
particle in a given state is very small. That is, we require

(") bosons = 65(611“)—1 <1, (13.7)
which means )
{77 bosons ~ Blo—m) (13.8)
Similarly, for fermions in this regime,
1
("3 fermions = Pl 11 ~ (1) posons - (13.9)

We conclude that this distinction is only important when a small number of accessible states are
available at a given temperature.

13.3 Classical limit

The occupancy statistics matter only when there are correlations among quantum particles that result
from simultaneous occupancy of a single state. When (n;) =~ 0, meaning that any one state is unlikely
to be occupied, these correlations will not manifest. Which conditions lead to this behavior?

We will first investigate this for an ideal gas. Let’s write the particle in a box energy function in
a plane wave expansion: Consider a box with side length L in each of its three dimensions. We first
introduce an expansion into a basis of plane waves,

G E % (nai + nyif + 7). (13.10)
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Figure 13.2: An example plane wave.

This vector indexes normal modes with 74 nodes in dimension d; we know that this is the form of
solutions to the particle in the box Schrédinger equation, so it’s a natural basis for the problem. The
magnitude of this plane-wave determines the energy of the corresponding particle in the box state
because we can write

hZ
e(k) = By 2 (13.11)
where _
k| =k =27/A (13.12)

In the last equality, we are writing the wavelength in terms of wavenumbers where A is simply the
spatial frequency of the wave.

The energy of a state is determined entirely by k. However, there are multiple sets of quantum
numbers that correspond to a single energy (see Fig. 13.3). In order to account for this degeneracy,
we need to compute the density of states,

g(k)dk = number of k with |k| € [k, k + dk]. (13.13)

Because g is a denisty, if we want to get a number we must multiply by a volume element dk.
For a macroscopic system, 7/L is small, meaning that we can approximate the spacing between
wavevectors as continuous. In order to compute the density of states we need to compute,

g(k) = (density of modes) x (surface area of octant)

IN? 1 (13.14)
S “4nk?.
<7r> X 3 7k
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S g g

Figure 13.3: All wavevectors with the same energy form an octant.

We conclude that v
_ 2
g(k)dk = 55 k7, (1315)
so, the density of states is a quadratic function of the wavenumber.

Of course, once we have this expression, we can compute things. For example,

<N>:/ g(k)e—ﬁe(k)Jrﬂudk

0
Vv o0 2,2
_ B 2 —Bh"k"/2
= 53¢ #/0 k%e 12m g (13.16)
3/2
. e’BH‘V 27Tm
Sh?
To simplify this expression, we evaluated the Gaussian moment integral
D
2 2 o 1 Vs
/0 e =V s (13.17)

Furthermore, once we have the average particle number, we can compute the density. We obtain

- e (er )_3 3

62



Lecture 13

We now recognize the thermal de Broglie wavelength,
Mp = et (13.19)
So, when is (n;) < 17 When ePH < 1, which means that
Pelassical < Ap°- (13.20)

Quantum statistics matter when there is more than one particle per (thermal wavelength)3.
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Lecture 14  Phenomenology of phase transitions

Recap

1. Derived the classical limit and showed that the boson / fermion distinction does not have an
impact on occupancy statistics when

1
Pelassical K 33 (14 .1)

)\T
which means that quantum statistics matter only when there is on average more than one particle
per (thermal wavelength)3.

2. Introduced the idea of phase transitions and discussed sharp transitions in free energies.

14.1 Sharp transitions

We saw that as the chemical potential was tuned in a fermionic system, the quantum correlations led
to a sharp transitions between the occupied and unoccupied levels. It turns out that this is a rather
generic phenomenon. The sharp transitions with which we are most familiar are phase transitions.
Consider the phase diagram for water in the (p,T") plane Fig. 14.1. There is a “non-analytic”
cross-over in the density as temperature is changed. How can this happen? Let us think about this
phenomenon like statistical mechanicians, starting with an expression for the classical, canonical par-

tition function:
Ziiq = / e AU gphN. (14.2)

Here the notation

N = (F,...Fy) (14.3)
denotes the three-dimensional coordinates of the system. We know that the probability of the liquid
state can be computed as

Zy;
Prob.(liq) = % (14.4)

The probability of the liquid state as a function of temperature has a sharp transition as 3 — Byapor.
But this seems contrary to the mathematical expression that we have written because the probability
is a ratio of smooth functions. Non-analytic behavior can only emerge in the limit N — occ.

So, let us think more explicitly about correlations. The system has local correlations, but we can
divide into statistically uncorrelated regions if those regions are sufficiently large. Then we can write

Z =ql4 (14.5)
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Figure 14.1: A schematic phase diagram for a liquid-vapor transition.

which of course means that we can write the Helmholtz free energy as

_BA = MlOg QCell(ﬁ)' (14-6)

The quantity A/M is a smooth function of 3, which would seem to suggest that there can be no
phase transitions. Where did we go wrong? Phase transitions involve correlations that are macroscopic in
extent!

This idea, that phase transitions involve divergent correlation lengths, is the foundation of the
modern theory of phase transitions. We will explore this concept in much more depth in the next
few lectures.

14.2 Phase transitions

Last time we discussed liquid-vapor transitions in order to frame the discussion of phase transitions.
Magnets are another system often used to model phase transitions; surprisingly liquid-vapor and
demagnetization transition are deeply related, as we will shortly see. Magnetic systems make the
relevant symmetries apparent.

At low temperatures, magnets retain their magnetization. That is, if we were to apply a strong
external field /., along the z-axis of the magnet so that, microscopically, the spins were mostly aligned
with z, then the spin-up configuration would remain dominant. Now, imagine doing that experi-
ment with the field oriented in the opposite direction, along the —z-direction. We would obtain a
configuration that was predominately spin-down and it would remain so at sufficiently low temper-
atures. This picture is summarized in Fig. 14.2; the field couples to the spins of the system, which are
shown as a microscopic detail in the macroscopic magnet. If this magnet initially has (M) > 0, and
we apply a field to reverse the magnet so that (M) < 0, then, even when we turn off the external
field, the magnetization remains reversed.
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Figure 14.2: Minimal model of a magnet. A collection of spins are aligned along an axis. Upon
heating, the spins adopt random orientations and demagnetize.

Is this situation consistent with the statistical mechanics perspective? Let us denote a given con-
figuration of the magnet with a positive average spin M by 1. We should compute, at fixed 3,

p(1) o G_BE(T)a (14.7)

and compare this quantity to

p(}) oc e PEW), (14.8)

where | denotes the configuration 1 where all the spins have been flipped. If A, = 0, then the
energies are equal by symmetry. That is,

E(1) = E(}]) when h, = 0. (14.9)

In this scenario we say, below the critical temperature, there is spontaneous symmetry breaking.
In the limit N — oo, only one of the two macroscopic states, positive magnetization or negative
magnetization, will be occupied. Despite the fact that the two configurations are equally probable,
they will not interconvert. We can understand the origin of this phenomenon by looking at the free
energy as a function of the magnetization, as plotted in Fig. 14.3
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Figure 14.3: Schematic of the Helmholtz free energy as a function of magnetization for a simple
model of a magnet below the critical temperature. There is a barrier that grows with the total number
of spins.

Recall that we can relate the free energy to the probability of a particular macrostate. We know
that
p(M) = e PAM), (14.10)

If we examine the plot in Fig. 14.3, we see that in the limit N — oo, only the states with | (M) |/ N ~
1 are populated.

To view this problem from a slightly different perspective, we look at the average magnetization
at low temperature as a function of the external field /. A small external field breaks the symmetry as
shown in Fig. 14.4. This quantity is closely related to x, the magnetic susceptibility, which measures
how the average magnetization responds to an external field. As with other response-like quantities,
the fact that the magnetic susceptibility diverges is indicative of divergent fluctuations. We will
encounter this concept again.

14.3 Universal scaling at phase transitions

In fact, the connection runs quite deep. We can quantify how similar these curves are by looking at
the scaling of magnetization with respect to temperature near the critical temperature. This is, we
plot

(M) | o |T — TP, (14.11)

which is shown in Fig. 15.1 We could also measure
|p— pel oc | T — T2 (14.12)
Experimentally, and quite remarkably,
brig = bnag = """ (14.13)
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Figure 14.4: The average magnetization as a function of magnetization at low temperature.

I put the name of this exponent in quotes to emphasize that this ”3” is not the inverse temperature,
but rather the name of a critical exponent. This unfortunate notation is, however, an entrenched
historical practice. For a large variety of microscopically distinct materials,

8 =0.32. (14.14)

There are sharp transitions in averages with respect to coupling parameters seen in the phase
transitions we have discussed. This means that as one tunes 7" close to the critical temperature T¢,
there is a very large change in the magnetization (and in energy). Mathematically,

9 (M)
GT‘ > 1 near 7. (14.15)

These large derivatives mean large changes in heat capacity. We show the characteristic divergence
of the heat capacity in Fig. 14.6. This divergence follows a power law experimentally

Cyx|T—T7% a=0.11, (14.16)

again for a variety of microscopically distinct materials.

Phase transitions show universality. The scaling behavior near the critical point is
independent of the microscopic details.

144 Ising model

The observation of universality motivates studying minimal models of phase transitions. For system
of magnetic spins, we assume there are two distinct contributions to the overall energy: 1) a coupling
to the external field hereon denoted h and 2) local spin-spin coupling between nearby spins. Let us
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Figure 14.5: Scaling of the average magnetization near the critical temperature.

denote the spins, which are on a square lattice, by o;. Each spin can take a value of either +1 or —1.
Let us denote a microstate of the system as a set of N spins indexed by ¢, written

v={o}¥,. (14.17)

The energy function for this model system is

E({o:}) = —hZUz —J Z 0i0; (14.18)

JEN(3)

here h is the external field and J > 0 is the magnitude of the attractive spin-spin coupling. The
notation N (i) means the set of nearest neighbors on the lattice for spin 1.

If we want to compute the Helmholtz free energy for this system, we can first attempt to compute
the canonical partition function Z and use the fact that

Z(B) = e P4, (14.19)

Writing out the full expression for the partition function, we have

2@ =% % 3 e trlienhy,

o1=*x1o09==+1 on==%1

=2 2 > e thfrww 3" oo

o1=+109==+1 on=%1 JEN(3)

(14.20)

In the past in similar situations, we have computed that partition function by factorizing the energy
function into contributions from each degree of freedom. Here, we cannot do that because of the
coupling between nearest neighbors. Next time we will develop techniques for approximating Z for
the Ising model.
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Figure 14.6: The characteristic scaling of the heat capacity near the critical temperature.
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Lecture 15  Ising model and mean-field theory

Recap

1. We discussed the phenomenology of phase transitions, highlighting how, as one cools a mag-
net, there is spontaneous symmetry breaking. This, in turn, leads to large fluctuations near the
critical point.

2. We introduced the Ising model, a lattice model that captured coupling to an external field h
and interactions between nearest neighbors of magnitude .J. This model has the non-factorizable
energy function

N
EIsing(O—la---vo_N) = —hZUi —J Z UZ'Uj (15.1)
i=1 1,JEN(3)

Goals for today

1. Establish a connection between the Ising magnet and the “lattice gas” model to highlight how
simple physical considerations lead to universal critical behavior. Liquid-vapor transitions are
governed by the same physics as the Ising magnet.

2. Compute the partition function for the 1d Ising model analytically.

3. Introduce “mean-field theory” to approximately compute the average magnetizationind > 2.

15.1 Universality motivates simple models

In the last class, we looked at the scaling of magnetization with respect to temperature near the critical

temperature. We noted that
| (M) | oc |T — Ty8| P, (15.2)

which is shown in Fig. 15.1, and
liq by
’P - pc‘ x ‘T - Tclq’bhq' (15-3)
both followed the same power law experimentally,
bliq = bmag ="p". (15.4)

I put the name of this exponent in quotes to emphasize that this ”3” is not the inverse temperature,
but rather the name of a critical exponent. For a large variety of microscopically distinct materials,

8 =0.32. (15.5)

73



Lecture 15

1.0 1 o
~—~~~~ —-— - T<TC
—y
N\ ] T>TC
0.5 1 ~
Y
= \
~
~ ,
~0.5 //
-
”
-
—
SR
2.50 |
2.25 4 l
/ .
B( 2.00 A '|
= h
@) 1.75 1 I/ \
/7 N\
1.50 - 7’ ~
_ - Seo
5 - -~
1.25 1 I panlil [ S
—0.20 —0.15 —0.10 —0.05 0.00 0.05 0.10 0.15 0.20

T -1

Figure 15.1: Scaling of the average magnetization near the critical temperature and the characteristic
scaling of the heat capacity near the critical temperature.

The heat capacity diverges with a power law that is similarly universal,
Cyx|T—T™% «a=0.11 (15.6)

The experimental reality of universality indicates that microscopic details are not particularly
important for quantifying the behavior of systems near phase transitions. With this in mind, we
introduced a very minimal model of a magnet, the Ising model. As shown in Fig. 15.2, it is a matter
of perspective whether this model represents a magnet with spins o; = £1 or a lattice gas where each
site is an occupancy variable n; = {0, 1}. Within the lattice gas model, attractive interactions can be
represented by nearest neighbor couplings

N
Erg(ny,...,ny) = —¢ Z ninyg, (15.7)
i=1

74



Lecture 15

Lattice Gas n; = 0,1

FI_I_-_I

Ising magnet 0; = —1,1

Figure 15.2: Isomorphism between the Ising magnet and the lattice gas model.

where € is the magnitude of the interaction. We can then write the grand canonical partition function

Z Z exp | Be Z nmj+ﬁ,uZ:nZ . (15.8)

n1=0,1 ny=0,1 ,_]EN(,])

This partition function should look very familiar because it is quite similar to the expression we wrote
last time for the canonical partition function of the Ising magnet,

Z Z exp | BJ Z azaj-l—BhZaZ . (15.9)

ny=-11 1,JEN(5)

With a clever substitution, you can convert between o; and n; to prove that these two are actually
the same model (you will do this on the homework).

15.2 Solving the 1d Ising model

Last time we said that the Ising model is difficult to solve because the energy function involves spins
that are coupled to each other. As a result, we cannot factorize the statistical weights that appear
in the canonical partition function. However, in one-dimension (d = 1), the partition function is
simple enough that we can still compute it. The dimensionality of a lattice model on a square lattice
only affects the number of nearest neighbors.”

Let’s set h = 0 and write the energy function for the Ising model,

EIsing(o'la - ,O'N) = —J(O'10'2 4+ -+ UN—IUN)- (15.10)

*It should be easy to convince yourself that the number of neighbors z = 2d.
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Because each o; can only take on the values of 1, we can just introduce a new variable

bl’ ‘= 0i0441- (15.11)
If we know {01, b1,...,by_1} then we can compute {01, ...,0n}. The canonical partition func-
tion is thus N
Z(B,h=0) = ZZ Z eBI iz bi
o1 b by —1
by br 1 (15.12)

=2 (eB‘] + e_BJ)N_I ,
= 2N (cosh gJ)N 1L,
When N is very large, we can approximate this as

Z(B,h =0) N 2V (cosh BJ)N. (15.13)

If this model has a phase transition as N — 0o, we should expect diverging correlations. That is,
we should compute

9?log Z 9
= kgT“Cy(T). .
( 052 >N’V B1°Cy(T) (15.14)
Using the fact that the derivative of log cosh is tanh, we obtain
2log Z
<8 10% > :NjgtanhﬁJ
9B NV ap (15.15)

= NJ*(1 — (tanh 3.J)?)

This function has no divergence as shown in Fig. 15.3, which means there is no phase transition at
finite temperature for the 1d Ising model. Why not?

The reason is closely related to the dimensionality. When d = 1 the cost of creating an interface
between domains of up spins and down spins is always 2.J. That is,

A-Einterface,ld =2J. (15.16)
However, each domain increases the entropy; there are N choices for where to put an interface so
TASinterface,ld = kgT 10g N. (15.17)

In the limit N — oo, the entropic term will dominate and the probability of having an interface
(breaking the long-range order) will go to 1. On the other hand, in d = 2 the cost of forming an
interface scales like v/N.

AEﬁinterface,Qd = QJ\/N (15-18)

There are only 2v/N choices for where to put an interface so
T ASinerface,24 = kT log 2V/N. (15.19)

Now, in the limit AA = AE — T'AS — 00, meaning an interface will never form.
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Figure 15.3: The heat capacity for the 1d Ising model.

15.3 Mean-field approximation

To decouple the spins in d > 2, we replace each neighbor with its average magnetization. As such,
we can write

N
E(Ul,...,UN) = —Zheff(i)gi (15.20)
i=1
where
heg(i) =h+J Z gj. (15.21)
JEN (i)

Because h. is not statistically independent of o;, if we want to factorize, we can replace each of the
neighbors by its average m = (o;) . That is, we replace the interaction term with a mean-field

hot=h+ Jzm (15.22)

where z again denotes the number of nearest neighbors (and hence is 2d on a square lattice). Within
this approximation, we can write,

N
g = ( Z 8ﬁhmf0>

o==+1
= (2cosh(Bh + BJ=m))N .

(15.23)

This partition function depends on the average magnetization, a quantity that we may not know
a priori. However, we can determine the average magnetization by taking a derivative of log Z; in

other words
1 (8 log Z,.¢

m=5 "7

> = tanh(Sh + SJzm). (15.24)
N NV
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Figure 15.4: Self-consistent equations from mean-field theory show spontaneous symmetry breaking
ind = 1 (A wrong prediction! There’s no d = 1 phase transition...) and d = 2, where there is in fact
a phase transition.

The average magnetization appears on both the right and left-hand sides of this equation. Such a
relation is called a self-consistent mean-field equation. A solution for m is the point where the line
y = m intersects the curve y = tanh(8h + Jzm). These curves are plotted in Fig. 16.1 for h = 0.
When 8Jz < 1, that is, the temperature is high, the curves intersect only at m = 0. When Jz > 1,
there is spontaneous symmetry breaking, and non-zero average magnetization can occur. In other words,
mean-field theory predicts a critical point at kg7, = Jz.
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Lecture 16 Markov chain Monte Carlo

Recap
1. Discussed the “lattice gas” model and its connection with the Ising model.
2. Computed the partition function for the 1d Ising model analytically and obtained
Zising 14(8) = 2~ cosh™ (8.]). (16.1)

We saw that there was no phase transition at finite 5, which we deduced by showing that the
heat capacity had no divergence.

3. We introduced the idea of “mean-field theory”, which gave us an approximate expression for
the partition function. Solving a self-consistent equation for the average magnetization led us
to deduce the existence of a phase transition.

Goals for today
1. Assess the accuracy of mean-field theory.

2. Discuss the role of computer simulations in sampling statistical ensembles.

3. Introduce an ubiquitous simulation technique, Markov Chain Monte Carlo.

16.1 Mean-field approximation

To decouple the spins in d > 2, we replace each neighbor with its average magnetization. As such,
we can write

N
E(o1,...,08) ==Y _ heali)oi (16.2)
=1
where
heg(d) =h+J > o (16.3)
JEN(i)

Because he is not statistically independent of o3, if we want to factorize, we can replace each of the
neighbors by its average m = (o;) . That is, we replace the interaction term with a mean-field

hot=h+ Jzm (16.4)
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Figure 16.1: Self-consistent equations from mean-field theory show spontaneous symmetry breaking
ind = 1 (A wrong prediction! There’s no d = 1 phase transition...) and d = 2, where there is in fact
a phase transition.

where 2 again denotes the number of nearest neighbors (and hence is 2d on a square lattice). Within
this approximation, we can write,

N
_ Bhmso
Pt = (Z ‘ ) (16.5)

o=%1
= (2cosh(Bh + BJzm))™ .

The prefactor accounts for double counting in the partition function (though we typically neglect it
because it is an additive constant in the free energy and has no impact on the average magnetization).
This partition function depends on the average magnetization, a quantity that we may not know
a priori. However, we can determine the average magnetization by taking a derivative of log Z; in
other words

1 (8 log Z,¢

TN \oph,

) = tanh(Bh + fJzm). (16.6)
N,V

The average magnetization appears on both the right and left-hand sides of this equation. Such a
relation is called a self-consistent mean-field equation. A solution for m is the point where the line
y = m intersects the curve y = tanh(8h + BJzm). These curves are plotted in Fig. 16.1 for h = 0.
When fJz < 1, that is, the temperature is high, the curves intersect only at m = 0. When 8Jz > 1,
there is spontaneous symmetry breaking, and non-zero average magnetization can occur. In other words,
mean-field theory predicts a critical point at kg1 = Jz.

How accurate is mean-field theory? A remarkable observation here is that mean-field theory is
exact for d > 4. We say that d = 4 is the upper critical dimension of the Ising model.
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d T, (exact) kT, (MFT)
d=1 0 2J
d=2| 2.269J 4J
d=3 4.5J 6.J
d>4 2dJ 2dJ

Table 16.1: Summary of the accuracy of mean-field theory as a function of the dimension.

16.2 Computer simulations

The mean-field approximation is a rather brutal one (and there are more intricate techniques that
give more accurate answers, like the renormalization group). However, the best option in many
cases is to avoid approximation all together by relying on computer simulations. Computation is an
essential part of modern statistical mechanics; for complex, interacting systems it provides us with the
tools to accurately estimate properties of many distinct systems.

What precisely should we compute? Thus far, when we have encountered a new system, we
have attempted to compute the partition function. Let us consider the following code snippet.

nunn

function to compute the partition function.
input: n, side length of Ising model (n*n total spins)
def compute_Z_ising2d(n):
Z=0
for i in range(2x*(n*n)):
lattice = get_conf (i)
Z += energy(lattice)
return Z

J

The function looks plausible, but it will not work. Even for a small model 10 x 10 spins, the loop
will require 21%° & 1030, an impossibly large number of iterations.*

A better idea is to compute averages of observables. Let us consider an observable f(r), a function
that maps a configuration of the system to a number or vector with relevant information about that
configuration. For example, one observable for the Ising model could be the average magnetization,

N
1 N
flo1,...,on) = NZO'i, v={oi}iL;. (16.7)
i=1
If we want to compute an average value for this quantity, we need to estimate

(fy=[ fwp(v)dv,
n (16.8)

* A simple way of making this estimate: 2'° = 1024 ~ 10.
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Figure 16.2: A single spin flip proposal move from an MCMC algorithm.

where p is the probability of a microstate, which could be given by the canonical, microcanonical,
grand canonical, or isothermal-isobaric ensemble. We are back to the original problem, however,
because

pcanonical(y) = eiﬁE(V)/Z(/B) (169)

and we do not know Z.

16.2.1 Markov Chain Monte Carlo

We need a procedure for collecting configurations in proportion to their statistical mechanical prob-
abilities, a procedure we call sampling. Markov chain Monte Carlo (MCMC) algorithms are an essen-
tial tool for this task. Monte Carlo methods are algorithms that exploit random number generators
to generate randomly distributed states. As shown in Fig. 16.2, the proposed configuration randomly
selects a spin and flips it. However, we need a mechanism to decide if the newly generated configu-
ration is statistically likely. In practice, we do this via “rejection sampling”.

At a high level, most MCMC algorithms implement the following type of procedure:
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Markov Chain Monte Carlo
1. Start with initial state v
2. Generate random perturbed state v + Av = v/

3. Evaluate the relative probability of the new state v/ to the current state v.

p() _ePP)Z _ _smw)-e)

o) = P50 /7 (16.10)
4. Accept or reject the proposed configuration v/ with probability
Pace(v — ') = min[1, e PAFV)] (16.11)

Note that this procedure means if we generate a configuration with lower energy than the current
configuration, we always accept it. This procedure generates a sequence (or a chain) of configurations
vi,...,VK that we can use to estimate average values of observables. Importantly, if we propose
V' from v; and reject it, then we must set ;41 = v;. This is how, mathematically, the statistical
likelihood of v; is emphasized.

The property that we need to ensure that we are sampling the correct target distribution is called
detailed balance. Mathematically, it says that

p()pv = V') = p()p(v' = v) (16.12)

where the transition probability consists of both the probability of generating the new configuration
and the probability of accepting, denoted pgen and pacc, respectively. That is,

plv = V) = Pgen(V — V) pace(v — V). (16.13)

Why do we need this property at all? Global detailed balance ensures that the Markov Chain is
reversible, which will mean that there are no net flows of probability in the stationary distribution.
This ensures that the equilibrium distribution is sampled.

Hence, what we need to ensure for procedure outlined above is that with our acceptance criterion,
we satisfy detailed balance. We must check

p(v) —BAE _ Pgen(V = V)Pacc (V) — V)

p(l/’) pgen(V — V/)pacc(V — V/),
|, BBE] (16.14)

_ min|
"~ min[l, etPAE]

Reasoning through the final expression, if AE is positive, we get the desired result because the de-
nominator is 1. If AF is negative, then in the denominator we get 1/e~#2F
the desired result! Therefore, the “Metropolis” acceptance criterion

, which again, produces

Pacc(v — V') = min]1, eiﬁAE} (16.15)

satisfies detailed balance.
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One last matter that we need to specify regarding computer simulations. We need to accept or
reject the proposed configurations with a specified probability, but how, in practice, do we actu-
ally sample an event with that given probability? There is a simple trick that we employ: because
pseudo-random number generators can be used to produce random numbers in the interval [0, 1],
the full range of possible values for a probability. Because these numbers are uniformly distributed,
the probability that a randomly generated number lies in the interval [0, p| is simply p. We can use

this fact to easily implement the Metropolis acceptance criterion.

Metropolis acceptance criterion

p_acc = np.min(1l, np.exp(-beta*dE))
random_event = np.random.rand()
if random_event < p_acc:

return accept
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Lecture 17 Models of the liquid state

Recap

1. Introduced the Markov Chain Monte Carlo (MCMC) algorithm, a procedure that generates
a sequence or “chain” of states

Vo, Vs -+ VK (17.1)

such that for any reasonable observable f

K
()= 10 = Jim 23" ). (17.2)
v =1

K—oo

2. Defined the Metropolis (Rosenbluth*)-Hastings acceptance criterion,

Pace(v — /') = min[1, e PAPEV)], (17.3)

3. Discussed the principle of detailed balance,

p(w)p(v = V') = p(V")p(v = v), (17.4)
where

plv =) = Pgen(V — V) Pace(v — V). (17.5)

Goals for today

1. Generalize MCMC to “off-lattice” systems with continuous state spaces.
2. Introduce the “hard disk” potential energy and discuss MCMC in this model.

3. Discuss the partition function for classical liquids.

* Arianna Rosenbluth passed away in 2021 at the age of 93. Her career and contributions were nicely summarized in this
obituary in the New York Times. Someone should talk to the headline writer, though—chemical physics became “data
science”.
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Lecture 17

17.1 General purpose Monte Carlo algorithm

Markov Chain Monte Carlo Last time we introduced a Monte Carlo algorithm in terms of
the Ising model. We considered proposal moves where the new state was generated using a
spin flip. However, the algorithm we introduced only requires that we can compute energy
differences after generating a new state.

1. Start with initial state v
2. Generate random perturbed state v + Av = v/

3. Evaluate the relative probability of the new state 1’ to the current state v.

p(v) _ e PPV Z o~ BEW)~Ew))

= .6
Pv) e PEO)/Z (7.9

4. Accept or reject the proposed configuration v/ with probability
Pace(v — V') = min[1, e PAEFH) (17.7)

. J

To reiterate again”, the two properties we need are ergodicity, meaning that we visit every state,
and detailed balance which ensures we sample the states in relative proportion to the target distribution.

We often use MCMC methods to study interacting particle systems because, like the Ising model,
the partition functions for these systems do not factorize. Among the simplest interactions is volume
exclusion, which can be modeled with a hard repulsive wall, as shown in Fig. 17.1. We write the
potential energy for the system in terms of a pairwise interaction potential, which specifies the energy
of the interaction between particles ; and ;. This pairwise interaction is almost always isotropic,
meaning it only depends the distance between the particles, which we denote

rij = [l@i — ;]| (17.8)

For hard disks, the pairwise interaction is

u(r) = {0 ifr > 7y, (17.9)

oo otherwise.

The total energy of the system is then
U) =3 u(ry) (17.10)
1<j

where ¥ = {x1,... zy}. Summing over i < j ensures that we count each pair of particles exactly
once. This system makes for a simple MCMC model, because we don’t really need to compute an
energy difference. If we generate a configuration in which two particles overlap, we simply reject it.

*intentional redundancy

86



Lecture 17

Figure 17.1: A potential for hard disks.

17.2 Radial distribution functions

Hard disks are only subtly different from an ideal gas. The only correlations that we obtain arise from
the volume occupied by the particles. How does the equation of state for hard disks deviate from the
ideal gas law? For an ideal gas, the density is spatially uniform because

p= Na - (17.11)
V. RT

To quantify the deviation from this uniform density is useful to introduce a radial distribution func-
tion, which quantifies the density around a tagged particle. First, we need to count the number of
particles in a window around the tagged particle. We do this computing the number of particles
in an infinitesimally thin ring or “annulus” around the tagged particle and then normalizing by the
volume of the annulus. That is, we define the radial distribution function as

n(r)

9(r) = 4w pridr

(17.12)

where p is the bulk density. The “g of r”, as we often call it, is dimensionless and asymptotically
approaches 1. Because the g(r) tells us the probability of finding two particles separated by a distance
T, We can approximate

g(r) = e Pl (17.13)

which is the Boltzmann weight for a configuration with two particles separated by r.
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Figure 17.2: Number of particles in annulus with inner radius r and outer radius r + dr.

Figure 17.3: The radial distribution function for the particle density in annulus with inner radius r
and outer radius r 4 dr. The black dashed line is the bulk density.
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17.3 Partition function for classical liquids, virial expansion

A classical microstate is fully specified by =™V, p, the positions and momenta. Unlike in quantum
mechanics, we can know both simultaneously. The generic Hamiltonian for an interacting particle
system is

N o2
H@,pN) =3 5+ U ). (17.14)
i=1

2m

One nice property of the kinetic energy part of the Hamiltonian is that it always factorizes”. Inte-
grating out the quadratic contribution, we obtain the following expression for the canonical partition
function

1 N
_ —BU (x N
Z(B) = 7]\”)\%]\, /V e PUET) g, (17.15)

Using this expression, we can compute the pressure to examine how the equation of state com-
pares to the ideal gas equation of state. For a non-ideal system,

p
— 17.16
p# T (17.16)
but can we correct the equation of state? Using the fact that

A=—B"log Z(B) (17.17)

o4 =—p (17.18)
oV ) nr

we can look at how interactions change the pressure.

and the thermodynamic derivative

We have a somewhat tricky expression in (18.6) to deal with, however. Let us start by writing
the exponential as a product over all pairs of particles in the system,

e~ BU@N) _ | Gl (17.19)
1<j

We want to obtain an expression that is going to tell us about deviations from ideality, so we rewrite
this as

e BUEN) _ H 1+ fij with f;; = e7Pulra) — 1, (17.20)
1<j
Expanding this product
e BU@N) 1+Zfij +ZZfz‘jfkl +... (17.21)
i<j i<j k<l

*see Quiz #1
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Figure 17.4: Comparison of schematic representations (i.e., not real data) of the g(r) for (clockwise
from top left) an ideal gas, a solid, a liquid, and a real gas.
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Putting this expression into the definition of Z, we see that

Z(B)

1 N
N!)\:}N /V(l—i-Zfij-i-...)daE

1<j

1 N
NI V+ﬁk§:m+.”Mm

i<j (17.22)
1 N(N —-1)
NI (V + — /{/fda:)

1% N(N —1)
7]\7!)\%]\[ (1 + o /Vfd:c) )

The first term on the RHS is the ideal gas partition function, Z,4e,;.
Now, taking the derivative of A = —37!log Z with respect to the volume, V, we get (minus)

the pressure,

Bp=p—p /V F(r)dr + O(P),

=p+ pQ/ 1— e PMdr + 0(p%) (17.23)
v

= p+ B(T)p” +O(p’)

The quantity B(T") is known as the first virial coefficient. Next time we will compute it exactly for

hard disks.
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Lecture 18  Classical molecular dynamics

Recap

1. Introduced the hard disk model, where the pairwise interaction potential was given by

0ifr < reut

u(r) = { (18.1)

oo otherwise .

2. Discussed the radial distribution function, a central object in liquid state theory, defined as

n(r)

g(r) = dmpr2dr’ (18.2)
which at low density, we can approximate in terms of the Boltzmann distribution
g(r) ~ e AU, (18.3)
3. Wrote an expression for the pressure of a non-ideal system,
Bp = p+ B(T)p* + O(p°), (18.4)

which we saw to be

B(T) = 271'/ (1 — g(r))r2dr, (18.5)

\%

where the factor of 27 comes from converting to radial coordinates.

Goals for today

1. Introduce classical molecular simulation.
2. Introduce the “Lennard-Jones” model of van der Waals interactions.
3. Write the classical energy function in a many-body expansion.
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18.1 Partition function for classical systems, virial expansion

A classical microstate is fully specified by ¥, p", the positions and momenta. Integrating out the
quadratic contribution, we obtain the following expression for the canonical partition function

1 -BU(xN) ;.. N
Z(B) = N!A%N/Ve BU@T) g (18.6)

Once we have access to the partition function, we can easily compute thermodynamic properties.
This is due to the fact that the partition function is related to a thermodynamic potential,

A=—p"tlogZ (18.7)

B 0A _ (OlogZ
p=-F <W>N,T a ( ov >N,T‘ (:5.8)

The ideal gas equation of state tell us that p/kgT = N /V, but adding interactions will alter this
expression for the pressure. In the last lecture, we expanded the partition function (18.6) to obtain

so the pressure is

s =p=50* | Ir)ar+ 007

2
=p+ B(T)p* + O(p°)

=p+ 1p2/ 1— e PuMar + O(p?) (18.9)
1%

The quantity B(T") is known as the first virial coefficient. Using the approximation
g(r) ~ e~ (18.10)

and writing this expression in terms of the one dimensional radial distance r,

B(T)=2n /000(1 — g(r))ridr (18.11)

For the hard disk model, you can easily evaluate B(T") using the approximation
g(r) = e=P") Do this calculation and derive an expression for p/kgT with corrections up
to order p?.

18.2 Molecular dynamics

As we have seen, it is not typically possible to compute the partition function

1 —BU(x™) 7..N
Z(ﬂ)_N!A%N/Ve BUE") (18.12)
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when the interaction potential U does not factorize into single particle contributions. Markov chain
Monte Carlo simulations give statistical insight into the system by sampling

p(xV) o e~ PUE"Y) (18.13)

from which we can compute averages (or higher cumulants) of any observable property

1 . W (18.14)
~ Zf(:ci) with x; ~ e PV Z.

Due to ergodicity, we know that ensemble averages like the one written above can be replaced
with dynamical averages through correlated trajectories. That is,

/f —PU@) g
= Jim > /0 f(@o)dt

General overview of Molecular Dynamics

(18.15)

1. Generate initial structure (x-ray crystallography, alphafold).
2. Evaluate the energy / forces of the system.
3. Propagate the system.

4. Compute observables.

Let us break down each of these, step by step.

Initialization. Choosing the initial configuration and velocities can be either a complicated or a
simple task. For proteins with no experimentally known structure, one must rely on homology
models and structure prediction tools. For a homogeneous liquid at a given target density, typically
we simply put the particles on a lattice. Velocities are drawn from a Maxwell-Boltzmann distribution
(a Gaussian) at the target temperature,

p(v;) e Pmv*/2 (18.16)

Energy of a classical system. There is one highly accurate (though still approximate) way to com-
pute the total energy. Within the Born-Oppenheimer approximation, we solve

He\pe,i = Ee,i\pe,i (18.17)

which is the electron Schrédinger equation on nuclear coordinate i. Once V¥, ; is determined the
forces on the nuclei can be computed via the Hellman-Feynman theorem. Denoting the nuclear
N recall that the force is just

f(&N) = =V E(z"). (18.18)

coordinates &
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Obviously, solving (18.17) at each configuration visited during a dynamical simulation is extremely
expensive. Algorithms based on this procedure are known as ab initio molecular dynamics.

Classical molecular dynamics attempts to avoid this costly evaluation of the energy by developing
an approximate energy function (often called a “classical forcefield”) to approximate the interactions
without using electronic structure methods. While this approach does not allow us to describe im-
portant quantum mechanical effects (electronic excitations, bond-breaking), for many systems these
effects do not play a role in determining material properties.

Propagating the system. We have already seen how to sample new configurations using MCMC.
Molecular dynamics samples the Boltzmann distribution using a fundamentally different approach
that relies on a physical model of how the system propagates. We first compute a vector of forces

—

f(x1,...,xzn) = = (Vo E(x1,...,ZN)); (18.19)

and subsequently solve the equation of motion for Newtonian dynamics

—

331 = mflfl (18.20)

This gives us a deterministic equation of motion!

Computing observables. Just asin MCMC, we can estimate ensemble averages using the principle
of ergodicity. For a given observable A(x),

1 t
(A) = lim — | A(x)dt. (18.21)

t—00 0
Both in MCMC and MD, the configurations that are collected will be statistically correlated. In
practice, this means that one generally subsamples a trajectory, spacing configurations by some du-

ration 7, and computes
K—

(A) ~ % Z Azir) (18.22)

1=

—_

18.3 Building a classical forcefield

Our approximate energy function must capture the essential physical contributions to the interactions
between atoms. If the length scales we are interested in are sufficiently long and temperatures are
sufficiently high, then electronic quantum effects will be minimal. Asa result, we can approximate an
explicit representation of the electronic degrees of freedom by a classical charge distribution. We can
use a many-body expansion to represent the most general function that describes an arbitrary interaction
among a set of atoms

U(mN) = Z vi(xi) + Zvij(mi, x;) + Z Vijk(Ti, x4, ) + . (18.23)

i i<j i<j<k

In practice, it is rare to use three-body interactions because they often make only a minor difference
to the physics of the model and they scale poorly with the system size. The pairwise interaction re-
quires computing N2 pairwise interactions, three-body interactions require N3 terms, which quickly
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becomes prohibitively large. One exceptional case where three-body terms are quite important is po-
larization phenomena: in this case, if atom 7 polarizes atom j, then the strength of the interaction
between j and other nearby atoms k depends on the position of 4.

The general strategy of building a molecular forcefield is capture all the essential physical con-
tributions. Let’s start with an important one—van der Waals or London dispersion forces. This force
leads to a weak attraction over short distances and is due to dipole-dipole coupling. The distance
dependence of the strength of this coupling can be derived by a second order perturbation theory,

Vigw o< —r 5. (18.24)

At very short ranges, there is also a repulsion (this is due to Pauli exclusion). Experimentally, the
distance dependence of that repulsion is approximately

12

Vexa o<1 (18.25)

This is also computationally convenient because ()2 = r!2. Lennard-Jones* put these two ingre-
dients together and introduced the widely-used Lennard-Jones potential. This pair potential has a

simple functional form,
12 6
ULy(r) = 4e [(:) - <(; )] , (18.26)

where e sets the depth of the minimum and o, where the potential intersects zero, is often interpreted
as the radius of a particle.

This potential can be parameterized to give experimentally accurate descriptions of low temper-
ature noble gases, where van der Waals forces predominate. However, to propagate the system, we
need to solve

N =
" = f/m (18.27)

which is an ordinary differential equation. Next time, we will describe how to do this numerically.

*Though his name makes many people think otherwise, John Jones was a single person. In quite a progressive gesture
at the time, he married Kathleen Lennard in 1925 and became John Lennard-Jones.
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Lecture 19  Hamiltonian dynamics

Recap

1. Discussed molecular dynamics simulation. The key idea was to develop a classical energy function
U(x") that would provide approximate interatomic forces for a system of interacting particles.

2. Described the notion of an “observable” A and discussed how, if the dynamics is ergodic, we
can estimate equilibrium ensemble averages using time trajectories. That is,

(A) —/VA(ac)e_ﬁU(w)d:B

o (194)
= lim - [ A(x)dt.
t—oo t Jg
3. Wrote down Newton’s second law,
& = fi(z")/m; = —V;U(zV), (192)

where the force f; is just the ith component of the gradient of the potential energy.

4. Introduced the Lennard-Jones potential, an empirical description of van der Waals interac-
tions,
oN12  /o\6
Ury(r) =4e [() — (—) ] . (19.3)
T r

Goals for today
1. Discuss a generic MD simulation workflow.
2. Write down Hamilton’s equations and describe how to integrate them numerically.
3. Introduce the Velocity-Verlet algorithm which is used to propagate the configuration by solv-
ing Hamilton’s equations numerically.
19.1 Molecular dynamics as a flowchart

In the previous lecture, we introduced a basic workflow that we used to set up and carry out a
molecular dynamics simulation. The main ingredients were 1) an initial configuration or structure of
the molecule or system of interest 2) a model for the energy function (“forcefield”) for the system
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compute force / energy

]\[ e .
x;, initialize

U(xN)a _VU(:EN)
iterate MCMC / MD

(A) ~ L [ A(e)ds 2 p

estimate

Figure 19.1: Generic MD simulation procedure.

3) a set of dynamical equations of motion for the atoms of the system and 3) a quantity of interest to
measure. This procedure is summarized in the diagram below in Fig. 19.1.

A somewhat more procedural view is presented in the code block below. You will implement
the force calculation to run a Lennard-Jones simulation on the homework.

nnn

simple molecular dynamics implementation

nmnn

xs, vs = initialize() # some function to initialize

def 1j_force(xs, epsilon=1.0, sigma=1.0):
force = np.zeros([n, n, 2])
for i in range(n):
for j in range(i+l, n):
r = compute_distance(xs[i]l, xs[jl)
forceli,jl = # TODO (homework!)
forcel[j,i] = -forceli,j]
return force

def run_traj(xs, vs, n_steps, dt=le-4):

traj = []

# compute the initial forces

f, e = 1j_force_energy(xs)

for step in range(n_steps):
xs, vs, f, e = integrate_step(xs, vs, force, dt=dt)
traj.append(xs.copy())

return traj
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Last time we discussed doing a many-body expansion; in this procedure we wrote an expression
for the energy in terms of interactions with the other particles in the system. In classical systems, we
can often neglect many-body interactions and approximate the energy of the system in terms of a
pairwise interation,

U@™) ~ ) ullle: —]). (19.4)
1<)
We make this approximation not only because the three-body terms are not physically important
in most cases, but also because the computational cost scales poorly with system size if we do not
truncate the many-body expansion. At each timestep, we must compute the force on each particle
i, which we do by computing the gradient

N
fi@™) = =Vi [ D u(llzi — ) | - (19.5)
J#i

For each particle, this requires an operation that scales like NV total distance computations. Because
there are IV particles in the system, the force calculation has an overall scaling of

cost to compute f(x¥) ~ O(N?) operations. (19.6)

This is the most expensive part of a classical molecular dynamics simulation.

19.2 Propagating the configuration
Once we have determined the forces, we still need to solve the ordinary differential equation
& = f;(=)/mi, (19.7)

where the notation d means the second time derivative % Let us proceed by first noting that the
velocity, the first time of the position, can be related to the momentum vector via the ordinary
differential equation

T = P/ mi. (19.8)
Of course, we also know that
pi = mids; = fi(x"), (19.9)
by Newton’s second law (19.7). Writing the force on particle 7 in terms of a derivative of the potential,
we have
pi = fi(x") = —ggi (19.10)

Let us keep this relation front of mind. The classical Hamiltonian is given by the sum of the
kinetic energy and the potential energy

H(z™,p") = K(p") + U(z") (19.11)
where
1N
K(p") = 5 pr/mZ (19.12)
i=1
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and
N
U@™) = ulllz: — ). (19.13)
1<j
Notice that equation for the momentum (19.10) is determined entirely by the potential energy func-
tion U. That is, we could just as well have written the differential equation in terms of the Hamil-
tonian because the derivative does not interact with the kinetic energy contribution,

OH

5o — fi(pNYy = 2%
pz—fz(w )_ amZ

(19.14)
Conveniently, we can also write the evolution for the particle position as a differential equation
involving the Hamiltonian. From the definition of the velocity (19.8), we see that

. oH
T = o = Pifmi (19.15)

Dp;
because the only term that contributes to the derivative is the term that is quadratic in p; in K(p”).
Together, these coupled equations of motion are known as Hamilton’s equations. We write the
equation of motion in terms of these first order differential equations not only because the formula-
tion is elegant” but also because it makes some physical properties of this dynamics more transparent.

OH . OH
= Di = (19.16)

T; —_
ox;

o

To demonstrate this, let us ask the question: how does the total energy change as a function of
when the system evolves according to (20.1)? We must compute

AHG ) _ oM oM
dt - ap pl 7

_OH( OHY O (1)
" op,\ Ox,)  ox;\dp;)
Hamiltonian dynamics conserves energy. That means if we apply this dynamics, we will sample

a distribution with fixed IV, V, E. In other words, Hamiltonian dynamics is the dynamics of the
microcanonical ensemble.

(19.17)

19.3 Numerical integration

To solve Hamilton’s equations on a computer, we first discretize the problem. That is, we write
the time derivatives as finite differences computed over a small time step A¢. We can think of this
discretization like doing a Taylor expansion,

N (t 4+ At) = 2V (1) + &V (t) At + %:‘z’:N (t) At + O(AP). (19.18)

*and it is!
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At this point, though, we have other expressions for the time derivatives of the position and we could
have equivalently written

pV(t)

f&N (1)
2m

2N (t+ At) = 2V (1) + At + At? + O(A). (19.19)

Because we also have an equation of motion for p we can use that directly to update the momenta,

P+ 5 = 0V () + ) 5 (19.20
which we can then use to update the positions (using a midpoint evaluation of p'¥),
N (t + At) = 2V (t) + mTIpN (t + At/2)At, (19.21)
and, after recomputing the force, we advance the momenta again by a half-step
PN (t + At) := pV (t + At/2) + f(xN (t + At))%. (19.22)

Why split things up like this? The main reason is numerical accuracy. Notice that simply plug-
ging in our expression for the momenta at the intermediate time point, we get

2N (1 A1) = V(1) + [P () + mo (N (1) 5| A (19.23)

which is exactly the Taylor expansion at order At2. This implies a high order of local accuracy in
the numerical scheme.
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Lecture 20  Molecular dynamics at constant temperature

Recap

1. We formulated Hamiltonian dynamics
GO o o
‘" Op, P oz, '
where
H@Y pY) = K"+ U™) = P S (s —ayl). (02)
i=1 " i<y

We also proved (via a simple calculation) that

i%(mN,pN) =0 (20.3)

when 2V and p” evolve according to (20.1). That is, Hamiltonian dynamics conserves energy.

. We introduced the velocity Verlet algorithm to solve the coupled differential equations (20.1).

This algorithm numerically integrates the ODEs using a “symplectic” integrator. At each step,
we advance the position and momenta as

PN+ 50 =) + Fa )5
2N (t+ At) = 2N () + mTpN (t + At/2)At, (20.4)

P (t + At) := pN (t + At/2) + f(aN (t + At))%.

Though it splits the momenta update into two steps, approach achieves a high level of local
accuracy compared to a non-symplectic integrator, and it is worth the computational effort
because there is still only one force calculation per position update.

Goals for today

1.

Discuss molecular dynamics in the canonical ensemble and introduce the idea of the Andersen
thermostat.

. Discuss using molecular dynamics to obtain dynamical information.

. Discuss the impact of dynamical fluctuations on reaction kinetics and provide a short intro-

duction to transition state theory.
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20.1 Sampling canonical configurations with molecular dynamics

Figure 20.1: Solution to the ODEs (20.1), i.e., the phase space trajectories of x, p; for two different
initial conditions where U (z) = (1 — 2%)? is a bistable potential energy function.

For many chemical systems, we would prefer to sample at constant temperature as opposed to
constant energy. To carry this out, we need to conserve a quantity related to the temperature because
the infinite thermal reservoir that we conceptualized in thermodynamics does exist in our simula-
tion. The natural way to define the temperature in a molecular dynamics simulation is to relate it
to the average kinetic energy. The Maxwell-Boltzmann distribution tells us that the probability of a
momentum vector p; is

Prob.(pis) = Zign(8) e Pl (z0:)
This probability distribution is one that we know well, a Gaussian:
Prob.(p;) = N(p,0), pu=0 o=+ mksT. (20.6)
If we compute the average kinetic energy per degree of freedom,
2 ]' 2 —ﬁp? /le
<pi /2mm> =7 Dige " dpi z, (20.7)
kin
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we have the nice result that this is just the variance o because the mean is zero. Thus,

1

2m; Pe) = 3

1
o? = ks (20.8)

i

That is, for each classical degree of freedom, the momentum contributes 1/2kpT to the overall
energy. This result is typically called the classical equipartition of energy.

The average kinetic energy is, of course, easy to measure in a classical molecular dynamics sim-
ulation because we know all the at each time step momenta, so we can average

1 N

(K) = N Zz; (p}) /2m; = gNk:BT. (20.9)

In other words, the effective instantaneous temperature of the system is

N

2

Teff(pN> = g N2 g pg /2m;. (20.10)
i=1

To preserve this property on average, we introduce the “Andersen thermostat.” This method
was developed by Stanford chemistry emeritus professor Hans C. Andersen * The central idea of the
Andersen thermostat is to re-sample the velocities so that the average kinetic energy is consistent
with a Maxwell-Boltzmann distribution. The frequency with which this resampling is performed is
determined by a stochastic model—a particle has a change in momentum if it collides with a “bath
particle”. We do not explicitly represent the bath degrees of freedom, but we assume there is an
independent probability of such a collision for each particle in the system with rate y. The probability
distribution that describes these collisions is a Poisson distribution, which has probability density
function

p(t;v) = ve " (20.11)

In other words, the probability of a collision in the interval [t, t + At] is p(¢; ) At, which for suffi-
ciently small At is

Prob.(collision) ~ yAt, (20.12)

after a Taylor expansion. This formulation leads to a simple, elegant algorithm for constant temper-
ature simulation.

*No, not that Hans C. Andersen... here’s the original paper.
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Andersen Thermostat

nmunn

pseudocode implementation of the Andersen thermostat
t_maxz: total simulation time
gamma: friction coeffictent
"win
while t < t_max:
# run a step of dynamics
xXs_t, vs_t = velocity_verlet_step(xs_t, vs_t, dt)

# compute the probability of a collision
# between a particle and the bath
p_collide = gamma * dt

if np.random.rand() < p_collide:
vs_t = maxwell _boltzmann_vs(beta, ms) # resample the wvelocities

At this point, the dynamics is no longer deterministic; the Andersen thermostat makes the simu-
lation a Markov process that samples the canonical distribution. That is, we again have a distribution
of states that rigorously samples the Boltzmann distribution in the long time limit.

20.2 Dynamical properties

The reintroduction of stochastic dynamics raises the question: are the deterministic Hamiltonian
(NVE) dynamics useful for anything? One thing that determinism allows is that we can obtain dy-
namical information directly from simulations. For example, suppose we observed the mean-squared
displacement of a particle as a function of time

MSD(t) = {|z(t) — z(0)[*) (20.13)

Let us imagine the dynamics of a tagged particle in a liquid. The mean-squared displacement, at
short times, is dominated by ballistic motion in which

Az o vAt => MSD o t2. (20.14)

However, at longer time, there are collisions with other particles and the particle behaves more like
a random walk. In homework #2, we derived the scaling,

MSD « t. (20.15)

Diftusive dynamics controls the rates of many chemical processes.
We have thought about reactions only in “mass-action” limit. We computed equilibrium con-
stants in terms of the partition function,

_ABy (250)"
Keq=e€ 7T 1:[ (ij (20.16)
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10 1

((t) = 2(0)]%)

Figure 20.2: Schematic depiction of the mean-squared displacement as a function of time. At large
times, the mean-squared displacement scales like 2Dt where D is the diffusion coefficient.
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Activated Diffusive

Figure 20.3: Two types of dimerizations. For an activated process, the diffusive step is not rate-
limiting, rather some slow process that controls binding is the rate limiting step. For a diffusive
process, the rate is entirely controlled by the probability that two particles interact.

but this does nof reveal to us the pathway that connects the two. In fact, we can construct very simple
examples where there is a profound difference in the rate of a process while keeping the equilibrium
constant Kq fixed. We can think of a multistep process with a diffusion dominated rate kp and a
separate rate for the activated process k. Over the next week, we will focus on obtaining statistical
mechanical expressions for kp and k,.
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Lecture 21  Collision theory

Recap

1. We derived the Classical Equipartition of Energy which says that each degree of freedom con-
tributes 1/2kpT to the overall kinetic energy. In other words, for a three-dimensional system
consisting of N classical particles,

(K) = gNk:BT. (21.1)

2. We introduced the Andersen thermostat, which maintained the average kinetic energy in a
molecular dynamics simulation by stochastically rescaling the velocities to maintain (K'). Each
particle collides with a bath particle with probability

pcollision(At; ’7) = ’76_7AtAt ~ ’YAt. (21.2,)

3. We started to discuss the impact of dynamics on the rate of a chemical process.

Goals for today

1. This lecture will focus on diffusion limited processes, so we will try to compute the typical
time before a collision between particles.

2. We will compute the mean free path length, the typical distance travelled without a collision.

3. We will then compute the rate constant kp.

21.1 Distribution of particle speeds

Last time, we considered two distinct types of processes, as depicted in Fig. 21.1. In the diffusion
limited case, a robust prediction of the rate will require first that we known something about the
typical speeds that particles are moving. We have, at this point, primarily written the Maxwell-
Boltzmann distribution for the momenta. Of course, we can use this distribution to deduce the
statistics of the speed v. First, let us note that

v = ||| = /v + v+ 2. (21.3)

This equation emphasizes that are many velocity vectors v with the same speed v; they all correspond
to the vectors of magnitude v and hence they define a sphere of radius v. If we then compute

1
e—ﬁmv§/2

p(vg) = \/W
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Activated Diffusive

Figure 21.1: Two types of dimerizations. For an activated process, the diffusive step is not rate-
limiting, rather some slow process that controls binding is the rate limiting step. For a diffusive
process, the rate is entirely controlled by the probability that two particles interact.

which is a Gaussian distribution with mean zero and variance
var(vy) = kgT'/m. (21.5)

This expression emphasizes that when the temperature is large, a particle of mass m will typi-
cally have larger velocity fluctuations than the same particle at lower temperatures. What are the
implications for the typical speeds? To compute the distribution of typical speeds, we compute

p(v) = p(v) x (# vectors with ||v||> = v?). (21.6)
We know how to deal with both of the terms on the right hand side:
p(v) = Maxwell-Boltzmann x surface area of sphere dv. (21.7)

In three-dimensions, this is explicitly

m\*? 2
p(v)dv = <2kaT> eI 242 o, (21.8)

The velocity and speed distributions are plotted in Fig. 21.2.
Once we have access to this distribution it is possible to compute the average speed of a particle.

(v) = /000 vp(v)dv

m O\ e s
- Amp3e=Bmv /2y,
<27rkBT> /0 e v
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Figure 21.2: Velocity distribution and speed distribution

This is yet another Gaussian integral (which can be computed by differentiating inside the integral).
Using the fact that

1
/a;3e°‘x2dw = — (21.10)

202’

we see that

21.11
p— (21.11)

(0= vmg = [ (27

A nice example from Berg’s book is provided by the enzyme lysozyme. Its mass is 2.3 x 1072° g
and kpT = 4.141071* g - cm?/s? leads to an average speed of

(V1gsozyme = 21.41 m/s. (21.12)

For comparison, when Usain Bolt ran the world record in the 10om dash in 9.58s, he averaged a speed
of 10.44 m/s.

21.2  Collision probabilities

The speed distribution that we have just discussed neglects collisions. To simplify the discussion,
assume that we have a system of homogeneous particles with radius r in two-dimensions. A collision
occurs whenever d(x;, ;) < r. To avoid a collision, must have a free area of diameter d = 2r
surrounding it that remains unoccupied by particles. That is, each particle needs

Apee = 1d? = 0., (21.13)
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In the dilute limit (when we can approximate the probability density of finding a particle a position
x by the density p(x)), we have
Peollision = Tpd, (21.14)
noting that the spatial homogeneity allows us to drop the x-dependence of p.
We now analyze how the number of collisions in the system evolves as a function of the distance
the particles have travelled. To keep track of the particles that are moving ballistically (i.e., without
a collision), we introduce the quantity

Nee () = # of particles reaching & without a collision. (21.15)

Obviously, each time there is a collision, the number ng,. decreases. In general, processes like this,
where we can write a simple relation for the rate of change of a quantity, are well-modeled by
differential equations. So, in the dilute limit,

Nree (T + AT) — Npee(T) = —0pngee(T) Az, (21.16)
which leads to the differential equation

d
% = —0PNgee (). (21.17)

This is a linear ordinary differential equation”, with solution
Nee(T) = npe” 7P%. (21.18)

That is, the number of particles without a collision decays exponentially as the particles move through
space.

We can use the information contained in ng.. to compute the typical distances travelled without
a collision, and, using the average particle velocity, the typical time per collision. The “mean free
path” ¢ describes the typical distance without a collision, which is defined by

(v)
o= N
feoll”

the average velocity divided by the collision frequency. From what we have already derived, it is

easy to see that
| 8kgT
Jeoll = m 7P (21.20)

which, now accounting for the relative speed of two particles of the same mass (using the reduced
mass 1« = m /2 in the expression for the average speed)

(21.19)

feoll = V2 (v) op. (21.21)

Hence, the mean free path is
1

= \/igp

*You should know the solution as an initial value problem immediately!

14

(21.22)
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We can use this result to estimate the typical mean free path for a near ideal gas (noting that a truly
ideal gas would have no collisions). Using the equation of state Sp = p, we have

ksT
lideal = . 21.23
deal = 5 (21.23)
Because the typical time per collision is just
mean free path £

Tfree =

— = . (21.24)
average velocity vy,

A back of the envelope calculation using 0 = 5 A and £ = 5 x 1078 m leads to 10'° collisions per
second.

The rate at which particles collide determines the rate of reactions. We now consider two particles
moving relative to each other—this two body problem can be reduced to a single body problem in
which the reduced mass is the single variable that moves. Due to this, we work with the relative

8kgT
Urel = ( 7:; > (21.25)

velocity, which on average is

where p is the reduced mass,
mi1msg
h=—— (21.26)
my + ma
For a pair of particles, the collision probability is thus
L,

OUre] X [ip ] (21'27)

which gives us an explicit expression for the reaction rate (now using molar quantities),

kp = NAOU- (21.28)

115



Lecture 21

116



Lecture 22 Diffusion

Recap

1. We derived the average speed,

(v) =4/ 871:1BnT (22.1)

2. We discussed diffusion limited problems in the gas phase, where kp dominates the timescale
of a reaction.

3. To compute kp, we computed the collision density

1 2
Ocollision = 70 VrelP

5 (22.2)

which is the number of collisions per unit volume per unit time for identical particles. For
particles of types A and B, the analogous expression is

Ocollision = OABUrel PAPB- (2‘2-3)
Then, noting that p = [X]/Na, the rate is simply

k = NaAOU,. (22.4)

Goals for today

1. In the gas phase, motion is transiently ballistic. The situation in a liquid is quite different, but
diffusion equations model this behavior well. Today we will focus on diffusion in liquid states.

2. Derive Fick’s law.

3. Solve the diffusion equation.

22.1 A simplistic view of single-particle diffusion

We will consider a collection of particles in a condensed phase system, for example, protein molecules
in a solvent like liquid water”. If we imagine preparing the system so that all the proteins are concen-
trated in a very small volume, we intuitively know that the material will diffuse apart. Let’s consider

*protein or otherwise in what follows I will call everything a “particle”
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a very simple model of this process in one dimension. Assume that we have a large number N (x)
particles at position x. These particles move with a typical velocity of magnitude v each unit of
time 7. The typical displacement is +6 = tv7 and we assume that each displacement is statistically
independent—it is no more likely to move towards the left or the right at any given time, regardless
of the past. How does the distribution of particles evolve on average?

To assess this, let us compute the flux of particles from x to 24§, which is the number of particles
that move through a unit area per unit time. We know that the number of particles moving to = + ¢
through a plane of area A separating  and « + 4 is simply 3 N (). There is a flow in the opposite
direction, as well; the number of particles moving towards z is 3 N (z + §). Thus, the flux is simply

J(x) = V() —21{4\[7@ + 5). (22.5)

It is more convenient to write this expression in terms of the density; to do so, we just write

62  N(x)— N(z+96)

Tw) = 2~ 2AT ’
B (5721 N(xz) — N(z +9)
276 2AT ’ (22.0)
P (platd) - pl)
27 )

If we take the limit that 6 — 0, then we arrive at a classical result known as Fick’s law,
dp
J(x) = —Da—x, (22.7)

where we have defined D = §2/27.
If we think about the trajectory of a single particle in this system, at time ¢ = n7 its mean-squared
displacement satisfies the recursive relation

<xi(n7')2> = (zi((n—1)7 £ 5)2> = (zi((n — 1)7‘)2> + 62 (22.8)

In other words, the mean-squared displacement grows at a rate 52 /T, which is exactly the definition
we gave for the diffusion coefficient (the slope of the mean-squared displacement plot was 2Dt).

22.2 Diffusion equation

Fick’s law tells us that the flux is determined by a local concentration gradient. Of course, from this
information we can deduce how the density changes as a function of time. Throughout, we will need
to be mindful of the fact that the total density is constant. We will assume that

[e.9]
/ p(x)dx = C. (22.9)
—0o0
Locally (i.e., at a particular position x) the density can change. In fact, we know precisely how
it changes. The change in density at position x is just the “number-out” minus the “number-in”,
which is given by
plz,t+7)—p(x,t) (J(x)—J(x+9))AT

- = e . (22.10)
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We again take the limit that J is small, but we also consider 7 — 0. Hence, we obtain

. plx,t+71)—p(z,t) (J(x)—J(xz+0))AT
lim —
7—0,6—0 T AdT

(22.11)

Because we already have an equation for the flux J in terms of p, we can write the partial differential
equation above purely in terms of p.

Solutions of this equation will tell us how a concentration profile will diffuse as a function of time.
In three dimensions, the equation has essentially the same form. The flux is written component-wise

—

J = (Jg, Iy, Jz) (22.13)

and the Fick’s law still holds component-wise, as well. This means that we can relate the mass flux
to the density gradient,

J=—DVp. (22.14)

Just as before, the total change in density at a point = will just be the sum of the change in fluxes
along each axis. That is,

B oJ, 0J, 0J,

Dp(@,t) = (8&0 * Ay + 82)
_ DV .V, (22.15)
= DAp.

Given a function f, the Laplacian operator A is the divergence of the gradient of f.

o%f  9*f 92
Af:V-Vf:(%};+ay‘§+f> (22.16)

Solving the diffusion equation requires that we specify initial conditions and boundary conditions.
Just as in the thought experiment conducted in the first section of these notes, let us assume that,
initially,

p(x,0) = d(z). (22.17)

For simplicity, we will assume that the particles can diffuse freely along the x-axis (i.e., there is no
boundary).

How do we solve this PDE? We can simplify the problem by incorporating some physically
relevant information. The first piece of information that we consider is the fact that the solution is
translationally invariant—this means, if we shift everything (including the initial condition) the same
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function will remain a solution. In other words, how the density profile evolves as a function of time
does not depend on where it is. Mathematically, this means that

p(z,t) and p(x — Tgig, t) (22.18)

are both solutions to (23.2).
When we have translational invariance, it is useful to work in Fourier space. If we write an
expression for the density in terms of its Fourier transform,

plz,t) = /ﬁk(t)eikxdk: (22.19)

we see that we can write the partial differential equation in terms of the independent Fourier modes
at frequency k. The equation that we need to solve is thus

Oipr(t) = — DK py.(t)e™ (22.20)

but because py depends only on ¢, we have an ordinary differential equation

dpg(t .
pﬁt( ) = —DE*py(t) (22.21)
the solution as an initial value problem is simply
pr(t) = e_Dthﬁk(O). (22.22)

Computing p(0) is straightforward because

_ /OO 5(x)6—ikmdx (22.23)

At this point, we have a solution to the diffusion equation (but it is still written in terms of the
Fourier components pi). To get to a solution in real space, we need to compute the inverse Fourier
transform:

plx,t) = / pr(t)er e dk

o . (22.24)
— / e—Dk t—Hkmdk‘.
—00
This integral is Gaussian—the kind we know and love—but it is also an integral in the complex plane,
which is going to add some subtlety. First, let’s “complete the square”, which makes identifying the
mean and variance easy:
DK — ikx = —Dt(k — 2%)2 — 22/ADt. (22.25)
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x,t o (T
b0 plz,1) pi(t)
| — =107
1.75 = 10_1 0.25 1
1.50 1 t = 100
. 0.20
1.25 1 — t=10
Lo - 0.15 1
)
0.75 1 0.10 1
0.50 1
0.05 1
0.25 1
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x k
Figure 22.1: Solution of the diffusion equation in real space and in Fourier space.
Then,
—o2/apt L[ Di(k—iz/2Dt)?
plx,t) =e" — e “w dk. (22.26)
27 J_ o

This remaining Gaussian integral requires the use of Cauchy’s theorem of complex integration.”
However, we do not really need to compute it: we now know what the shape of the distribution as
a function of x is at time ¢, and the density must be normalized. Thus,

/OO o~ Dilk—iz/2D0)? g % (22.27)

As a result, we get the normalized expression for p, which reads

! e /4ADt, (22.28)

Pt =

*Define a rectangular contour that intersects iz /2Dt with the opposite edge along the real axis.
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Lecture 23 Diffusion limited rates

Recap
1. We derived a classical result known as Fick’s law,
0
J(@) = -D3L, (23.9)
2. We used the conservation of mass to derive
0%p
Op(x,t) = D@. (23.2)

3. We solved the diffusion equation in Fourier space for a 1D system with free boundaries,

. _Dk2t -
pr(t) = e P (0) (23.3)
which lead to the Gaussian real space solution

1 _ (z—wq)?

p(:c,t):\/me aDt . (23.4)

Goals for today
1. Steady state solutions for common chemical and biological settings.
2. Discuss Reynold’s numbers.

3. Discuss the Stoke’s Einstein relation.

23.1 Diftusion equation at steady state

In one dimension, with the simplest possible initial condition and boundary conditions, it took some
work to solve the diffusion equation. In general, it is challenging to compute time-dependent solu-
tions for p(x, t) when the geometry of the boundary conditions is complex. It is easier often much
easier to assess the behavior at “steady-state”. This nomenclature means that the density is no longer
changing; that is, we must solve

Op(x,t) =0 = DApy(x) = 0. (23.5)
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Figure 23.1: The geometry of the diffusion to capture problem.

In the second equation, the steady-state density no longer depends on time.
For the case we were able to solve last time, we had no boundary constraints. This means that

DAp=0 = p(@)= po, (23.6)

which is just the constant bulk density.

Geometry plays a key a role in determining steady-state density profiles and there are many inter-
esting examples that are highly relevant for biology and chemistry. Diffusion to capture is one such
example. Consider an absorbing sphere of radius ¢, as depicted in Fig. 23.1. Particles are destroyed
when they arrive at the surface of the sphere. Hence, the density at distance £ from the origin is

plx) =0 [z| =L (23.7)

Infinitely far from the absorbing sphere, the density approaches the bulk density ppyi.
Now, we must solve

DAp(xz) = 0. (23.8)

Fortunately, there’s spherical symmetry in this problem, so the solution will be the same along a
vector of magnitude  away from the origin. That is, if we define

r? =% +y? 4 22 (23.9)

and then write p as a one-dimensional function of r we can write an equation for the flux,

__por
J(r) = —Dg. (23.10)
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Because we know that p(7) — ppuk as 7 — 00, let’s make a guess and verify”* that it gives the right
behavior:

p(r) o< (1 - f) Phulk- (23.11)

Then, the flux is simply along one vector of magnitude r is

{
J(r) = _prulkﬁ- (23.12)
We conclude that the net inward flux is
—J(||lz|| =€) = 47LD ppui. (23.13)

By dimensional analysis, we can check that this is indeed a flux (units: of mass per unit area per unit
time).

One comment about this result: with a radial increase like this, the mass increases in proportion
to 2. However, the concentration gradient is a decreasing function of r. That is why the flux is a
linear, not quadratic, function of /.

23.2 Estimating rates

Let’s now return to the question of estimating rates. Suppose we have a process where large particles
B react with small particles A when the two collide. First, we write

[A] = Napa [B] = Npps (23.14)

and define an interaction radius £ 4 g to be the distance at which the two particles react. The reaction
rate is just the number of A particles times the inward flux:

kAB[A][B] = NA47TDAB€AB[AHB]~ (23.15)

For a homogenous system, using Stoke’s law 47nl*, we get,

AN pkgT
kap = % (23.16)

which is the diffusion limited rate provided by what is commonly called Smoluchowski theory.

23.3 Diffusion with drift

If there is an force on the particles, they will move directionally. Let’s try to account for this effect.
Like last time, we consider displacements ¢ on a grid, however now we have

1
0 = v,T + 9 facT2 = (Uac + Udrift)T- (23-17)
m

*To do this, compute the Laplacian in spherical coordinates A f (1) = r~> d% (r2 j—f) .

*This holds when the particle is a similar size to surrounding particles.
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We see that the drift velocity is

e _Se
2mr—t (-
Here ( is the coefficient of drag. The drift velocity is inversely related to the drag. We can compute
the coefficient drag using the relation 0 = v, 7. Because 1/7 = v, /d,

Udrift = (23.18)

2muy
= )
_ 2mo? (52)1 W (23:29)
T v, \2r *

The average value of 3mv? is $kgT by equipartition, so

D= kel (23.20)
¢
This result was derived by Einstein in 1905 and is known as the Einstein relation.
Fluid mechanics provides an independent account of the drag forces on a particle. If we consider
a particle moving through a viscous medium at constant velocity v, then Stokes’ law states that the
drag force is linearly proportional to the viscosity of the medium. More precisely, for a sphere of
radius ¢,

Jdrag = 670tV (23.21)

where 1) is the viscosity. This means that the diffusion coefficient is (according to “Stokes-Einstein”)
relation,

ksT
6mnl”
As a result, if you can measure the diffusion coefficient (e.g., by microscopy) in a medium of known
viscosity, then you can determine the size of a particle. Stoke’s law can also be extended to more
complex shapes.

The magnitude of viscous forces relative to inertial forces has an enormous consequence for dy-
namics. We can quantify this magnitude using a dimensionless quantity called the Reynold’s number.

Dsphere = (2’3 '22)

1
Re = /S (23.23)

Ui

Approximating 7,0 as 1072 g/(cm s) and pg = 1 g/cm3, we can do some back of the envelope
calculations. For a small fish,
(v =10cm/s) x (£ = 10cm)pg

Re = ~ 104, (23.24)
n

this means that inertia is much more important! However, for a bacterium,

—10-3 _ 104
Re — (v=10""cm/s) x (¢ = 10"*cm)pg ~ 105, (23.25)
n

meaning that the viscous forces dominate. These are very different hydrodynamic environments. If
you push a bacterium, it bounces right back.
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Recap
1. We looked at diffusion equations at steady-state,
Op(x,t) =0 (24-1)
and solved one such equation with spherical symmetry.

2. Discussed the Einstein relation

D =kgT/¢ (24.2)
where ( is the drag coefficient.

3. For a spherical solute of radius ¢ surrounded by a fluid with viscosity 7), Stokes’” Law says that
the coefficient of drag is ¢ = 67nf. This leads to the Stokes-Einstein relation,

kT
6l

(24.3)

which relates the size (hydrodynamic radius) of the particle to its diffusion coefficient.

Goals for today
1. Introduce transition state theory for activated processes.

2. Derive the Eyring equation.

24.1 Recap of Diffusion-limited vs Activated processes

Let us take the canonical example of A+ B — AD as the reaction of interest. As we have previously
discussed, if we write an equation for the rate of product formation by assuming steady-state of the
transition state AB*¥, we obtain a rate

Rate = k[A][B] =

[A][B]. (24.4)

In the diffusion-limited (kp < k,) regime, the overall rate was determined by the rate of encounter
between reactants. We introduced several models of encounter
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1. Gas phase In the gas phase, we modelled encounters by considering the cross-sectional area of
colliding particles. This led to an expression,

kp = 40BcNa (Vrel) (24.5)
where ogc = 777“?30 and rpc = rB + rc and vy is the relative speed.

2. Liquid phase In the liquid phase, we considered an absorber in a fluid of viscosity 1 and found

that the rate of encounter was
 ANAkgT

Ui
We obtained this expression by deriving the diffusion equation and solving it at steady-state

kp (24.6)
with appropriate boundary conditions.

In the limit where activation barriers determine the overall rate, we made a heuristic argument
that the relative height of the barrier would play a role in determining the rate. This, of course, is
because the probability of reaching the transition state, denoted by AB?, is related to the height of
the barrier. The probability of a state is not a priori related to the dynamics, though. We also need
information about the flux through the transition state.

242 Transition state theory

Transition state theory is a surprisingly robust theory, but it does require a few assumptions.
* There is a well-defined “dividing surface” separating products and reactants.
* The evolution takes place on a single Born-Oppenheimer PES.
* Equilibrium between A + B == AB*.
* No “re-crossing” AB* — AB is final.

Though these assumptions seem quite strong, TST is often predictive outside the regime covered by
these assumptions.
When is a rate constant a meaningful concept? The notion implies exponential kinetics.

pa(t) = pa(0)eFrsrt (24.7)

The rate ks sets the rate at which the population of A molecules is decaying. First-order kinetics,
requires separation of timescales. This occurs so long as the barrier is sufficiently large relative to
ksT'. As a rough guide, Baron Peters suggests &~ 5kpT barriers are sufficient for the rate constant to
be a meaningful concept.

Let’s use the assumptions we have made thus far to build an expression for kst

[AB] t _BAGH
—— =K =e (24.8)
[A][B] !
We can always compute the equilibrium constant as a ratio of partition functions, so
ABY  Z
S (49)
A(B] = ZaZp
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To make progress, we make yet another assumption. There is a “reaction coordinate” ¢ that is the
slowest relaxing degree of freedom, so it is the rate limiting variable. Near the transition state, we
can factor out this contribution and write

Zagt
Ki = ZAB ZTs 24.10
9= 7 7 (9) (24.10)
Here, Zrs(q) is the partition for the reaction coordinate. The overall rate of product formation is
determined by the flux through the transition state,

k[A][B] = w[ABY] = wiKeiq[A] [B]. (24.11)
Immediately, we obtain the Arrhenius-type scaling for the rate constant,

_BAGH

k ox e ARG (24.12)
But what is w* and how should we compute it?

At the transition state, a reasonable model of Zts(q) is to consider it to be a one-dimensional

particle in a box—it is an isolated degree of freedom on an essentially flat free energy landscape.

With this model, the transition state partition function function becomes

Z1s(q) = +— (24.13)

where

= —, 244
kT (24.14)

and p, is the effective mass of the reaction of the reaction coordinate.
The overall rate that we wish to compute is determined by the speed of the reaction coordinate
at the transition state and the concentration of the transition state,

krst = w'[AB'] (24.15)

where w! quantifies the frequency of exits from the transition state. The microscopic expression
for this frequency accounts for the speed of the reaction coordinate, the distance it must travel (the
“width” of transition state), and the fact that only half the trajectories initiated from the top of the
barrier will react, since there is an equal probability of positive and negative velocities. Putting these
pieces together we obtain
L {4])
I —
wr= . 24.16
5 6g (24.16)
The average of the magnitude of ¢ is an average speed. We know how to compute this!
We have done this integral in three-dimensional, where it is more complicated, but let us evaluate
in one dimension. We need to compute

122 |l 2Prad’ dg
fOO 6*%@“@42 dq
— 00

(24.17)
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splitting this about ¢ = 0, we obtain

2 /OO qefﬁl’«qq'Q/qu' _ 2 1 _ QkBT . (2418)
V21 Buq Jo 2 fBhg T g

Bliq

We are now ready to compute the overall rate.
Using everything we have computed thus far, we obtain

1 {ld]) ;1

2 dq Keq

1{a]) ~ Z

7@ZTS( ) "’A§i )

2 dq ZAZpB

1(/4]) 0q Zap: (24-19)

2 5(] )‘T ZAZB

1 |2kpT \/2mpgksT Z,ps

2N T b Zazs

krst =

After a couple of beautiful cancellations, we are left with

kgT
B e_BAGi.

Y (24.20)

krst =

One final nota bene: if we include a reference volume for the partition function, there is a volumetric
factor that multiplies the rate,

b — kT ZABi/V _ kBTVU—1€—5AG17

— — — = 24.2
h Za/VZp|V h (421

where v is the order of the reaction.



Lecture 25  Beyond transition state theory

Recap
1. Discussed activated processes and assumptions of transition state theory.

2. Derived the Eyring equation

kgT
B e_ﬁAGi.

krst = ’ (25.1)

If we include a reference volume for the partition function, there is a volumetric factor that
multiplies the rate,

_ksT Zupt/V kBT |01, -pac

h ZA/VZB/V_ h (252)

where v is the order of the reaction.

Goals for today
1. Examine the breakdown of transition state theory.

2. Relate correlation functions to the time-dependent distribution of states during a reaction.

25.1 Rate theory from Thermodynamics

AGH = AHT —TAST (25.3)

T
o — kBTVvqe—AHMTAST’ (25.4)

Bhk
log <v<—1>) = —BAH' + AST, (25.5)

The temperature dependence of the rate tell us the enthalpy of activation and the intercept of the line
is the entropy of activation AST/kp. These thermodynamic relations were observed and proposed
based purely on empirical observation.
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25.2 Breakdown of Transition State Theory

Where do our assumptions break? One setting is protein folding: because the stability of transition
states can be a strong function of temperature, it is possible to observe Eyring plots that suggest a
negative enthalpy of activation for folding at high temperatures. This typically means a breakdown
of first order kinetics, often due to dynamical recrossing that arises from stable intermediates.

Let us investigate this failure in the context of a simple isomerization reaction

A—DB (25.6)
{Elf] = kpa[B] — kap[A] (257)

Because [A] evolves as a function of time, it is not always equal to its equilibrium value, [A]g.
Let us call the deviation from equilibrium

Aca(t) = [A](t) — [A]eq- (25.9)
Aca(t) = Acy(0)e /7 (25.10)
where
1
"= kap + kpa G519
implication:
izjéé)) —1 (25.12)

exponentially fast.

To observe this dynamics, we need a nonequilibrium initial condition, [A](t) # [A]eq-

Define an indicator function to keep track of the fraction of A molecules. Using our reaction
coordinate g(x),

lifg(x) € A
ha(e) | A (2513)
0 otherwise
The total number of A molecules is simply
N
na()) =Y ha(w). (25.14)
i=1
At equilibrium, the expected distribution is Boltzmann
Peq(T) = 7 leBH(x) (25.15)
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‘We prepare an initial condition by energetically favoring A,
po(@") = 27} (e)e” HE")HHena@) (25.16)

Imagine at £ = 0, we set € = 0 and let the isomerization proceed. Then, the distribution evolves.
Keeping track of the collection of molecules ', we get a nonequilibrium average

fa(t) = Z (e /nA(aziv)e_ﬂﬂ(“’év)+BE”A(mév)d:cév (25.17)
The partition function Z(¢) is

/eﬁenA(méV)peq(wéV)ZequéV — <eﬁenA> Zeg. (25.18)

Replacing e P with ZeqPeq

_ 1 N
na(t) = m /nA@iV)eﬁmA(wo )Peq(‘ﬂév)zeqd‘ﬂjov

 {matnes) @519
<6,86n,4 (0) >

While we are extracting information about nonequilibrium distributions, these are both equilibrium
averages.
In fact, we can think about this in terms of time correlations. Define

Ina(t) =na(t) — (na) (25.20)

Obviously, the equilibrium average of dn 4 is zero. However, the time-correlation function
(0na(0)ona(t)) = C(t) (25.21)

is non-zero. Onsager regression hypothesis: the way that a system approaches equilibrium is the same
as the way it returns to equilibrium after a natural fluctuation. This holds “close to equilibrium”, the
linear response regime. Implication: This equilibrium time-correlation function is deeply related to
the nonequilibrium dynamics

574 (0) = @ (25.22)
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